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Abstract—Large language models (LLMs) pre-trained on vast internet-scale data have showcased remarkable capabilities across diverse domains. Recently, there has been escalating interest in deploying LLMs for robotics, aiming to harness the power of foundation models in real-world settings. However, this approach faces significant challenges, particularly in grounding these models in the physical world and in generating dynamic robot motions. To address these issues, we introduce a novel paradigm in which we use few-shot prompts collected from the physical environment, enabling the LLM to autoregressively generate low-level control commands for robots without task-specific fine-tuning. Experiments across various robots and environments validate that our method can effectively prompt a robot to walk. We thus illustrate how LLMs can proficiently function as low-level feedback controllers for dynamic motion control even in high-dimensional robotic systems. The project website and source code can be found at: prompt2walk.github.io.

I. INTRODUCTION

Large language models (LLMs) pre-trained on internet-scale data [5], [32], [31], [9], [44] have demonstrated impressive results in various fields, e.g., natural language processing [28], [27], computer vision [30], code generation [7], etc. Building upon the success of LLMs, there is a surging interest in utilizing LLMs for embodied agents [1], [45], aiming to harness the power of foundation models in the physical world [2]. Towards this goal, significant progress has been made [4], [3], [10]. However, there are some remaining challenges. 1) Even though LLMs are trained with broad data at scale, the dataset does not incorporate data from the physical world, making it challenging to ground LLMs in robot control. 2) While foundation models have been widely used in a pre-training and fine-tuning paradigm for robotics applications, there could be a paradigm shift to few-shot learning in light of the progress of the natural language field [5]. 3) Most recent language-guided robot control research showcases mainly quasi-static robot motions. It remains uncertain whether LLMs can generate dynamic robot behaviors without a low-level controller interface or without relying on predefined motion primitives.

In this paper, we want to raise the intriguing question of whether LLMs can function as low-level controllers for achieving dynamic tasks like robot walking? This requires us to address the challenges mentioned above. We do this by exploring a new paradigm that leverages few-shot prompts with a large language model, i.e., GPT-4, to directly output robot control actions. We hypothesize that, given prompts collected from the physical environment, LLMs can learn to interact with it in context, even though they are purely trained on text data. Moreover, we do not perform any fine-tuning of the LLM with task-specific robot data. We adopt a few-shot prompt approach as widely adopted in the natural language field. Furthermore, we consider a dynamic control task of robot walking. A visualization of the paradigm is illustrated in Fig. 1. We term this paradigm as prompting a robot to walk. Grounded in a physical environment, LLMs output target joint positions to allow a robot to walk given a designed text prompt, which includes a description prompt and an observation and action prompt. Consequently, the robot is able to interact with the physical world through the generated control actions and get the observations from the environment. As a summary, the contributions of our work are as follows.

- Our main contribution is a framework for prompting a robot to walk with LLMs, where LLMs act as a feedback policy.
- We propose and systematically analyze a text prompt design that enables LLMs to in-context learn robot walking behaviors.
- We extensively validate our framework on different robots, various terrains, and multiple simulators.

A. Related Work

Large Language Models for Robotics. Large language models have recently become a popular tool for robotics including manipulation [1], [10], [3], [22], [16], [52], [15], locomotion [40], [53], navigation [14], [36], [13], [11], etc. Additionally, there are some recent research efforts to develop language agents [51], [38] using LLMs as the core.
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With a focus on the intersection between LLMs and low-level robot control, [46] trains a specialized GPT model using robot data to make a robot walk. However, our work directly uses the standard GPT-4 model without any fine-tuning. More interestingly, [25] instructs LLMs as general pattern machines and demonstrates a stabilizing controller for a cartpole in a sequence improvement manner [54]. Inspired by this work, we prompt LLMs to serve as a feedback policy for high dimensional robot walking. Note that our work prompts a feedback policy without iterative improvement, whereas the cartpole controller in [25] is gradually improved as a return-conditioned policy. In addition, we explore textual descriptions to enhance the policy.

Learning Robot Walking. Learning-based approaches have become promising methods to enable robots to walk. Deep reinforcement learning (RL) has been successfully applied to real-world robot walking [39], [18]. In [29], agile walking behavior is attained by imitating animals. To deploy a robot in complex environments, a teacher-student framework is proposed in [20], [19]. Moreover, a robot can learn to walk in the real world [37], [48]. Furthermore, the learning-based approach can enable dynamic walking behaviors [49], [21], [24], [50], [6], [55].

More recently, LLMs have emerged as a useful tool for helping create learning-based policies for robot walking. In [40], contact patterns are instructed by human commands through LLMs. In [53], LLMs are utilized to define reward parameters for robot walking. In contrast to previous LLM-based robot walking work, we use LLMs to directly output low-level target joint positions.

II. Method

In this section, we present our method of prompting a robot to walk with large language models. The overall framework is summarized in Fig. 2.

A. Data Collection

A proper text prompt is one of the keys to utilizing LLMs for robot walking. We initialize the prompt based on an existing controller, which could be either model-based or learning-based. From the existing controller, we collect observation and action pairs. The observation consists of sensor readings, e.g., IMU and joint encoders, while the action represents the target joint positions. It is important to note that the collected data serves as an initial input for LLM inference. As the robot begins to interact with the environment and acquire new observations, the initial offline data will be replaced by LLM outputs. Thus, we consider this data collection phase as an initialization step.

B. Prompt Engineering

Directly feeding observation and action pairs to LLMs often results in actions that do not achieve a stable walking gait. We next illustrate the prompt engineering step to guide LLMs to function as a feedback policy. Our prompt design, as shown in Fig. 3, can be classified into two categories: description prompt and observation and action prompt.

Description Prompt. The description prompt begins with \( P_{TD} \), a precise description of the robot walking task. This is then followed by control design details, e.g., the policy’s operating frequency, ensuring that the LLM aligns the actions to this frequency. Next, we specify the format and meaning of both observations and actions in \( P_{IO} \), allowing LLMs.
We design a text prompt that includes two parts: a description prompt and an observation and action prompt. In the description prompt, we have the following subparts: $P_{TD}$: task description, $P_{IO}$: meaning of input and output space, $P_{JO}$: joint order, $P_{CP}$: full control pipeline, and $P_{AI}$: additional illustration. In the observation and action prompt, we have $P_{Hist}$: historical observations and actions. The LLM outputs normalized target joint positions.

Observation and Action Prompt. A sequence of observation and action pairs $P_{Hist}$ are used as prompts. These pairs are generated from the recent history of the robot walking trajectory. This procedure is widely used in RL-based robot walking controllers, where it allows the neural network to infer the dynamics as well as the privileged environment information. With a sequence of observation and action prompts, LLMs can in-context learn the dynamics and infer a reactive control action, where the observation prompt serves as the feedback signal. Note that both observation and action are converted to text format to interface with LLMs.

LLMs often struggle to comprehend the significance of numeric values, particularly floating point and negative numbers. Inspired by the prompt design in [25], we adopt a normalization approach for numerical values. Specifically, we use a linear transformation to map all the potential numeric values into non-negative integers, ranging from 0 to 200. We hypothesize that LLMs are mostly trained with text tokens, thus they are not sensitive enough to numerical values for robot control.

C. Grounding LLMs

In order to make LLMs useful for robot walking control, we need to ground them in a physical environment. We now introduce the pipeline to allow LLMs to interact with a robot and an environment. We use a physics-based simulator where LLMs can get observations and send actions. The observations are from the physics-based simulation. The output of the LLM is the target joint positions, which are tracked by a set of joint Proportional-Derivative (PD) controllers running at a higher frequency. This joint-level PD control design is standard for learning-based robot walking control. While this pipeline is entirely done in simulation in this work, it has the potential to be implemented on hardware if the inference speed of LLMs is fast enough.

III. Results

Having introduced the methodology for prompting a robot to walk, we next detail our experiments for validation. Moreover, through these experiments, we aim to answer the following questions:

Q1: Can we prompt a robot to walk with LLMs?
Fig. 4: Target Joint Position Trajectories. The LLM and RL-based target joint position trajectories for the front left leg, including hip, thigh, and calf joints. The LLM trajectory is depicted in blue and the RL trajectory is shown in orange.

Q2: How should we design prompts for robot walking?
Q3: Does the proposed approach generalize to different robots and environments?

A. Setup
We choose an A1 quadruped robot as our testbed [33]. It is a high-dimensional system with 12 actuated joints. To initialize the LLM policy, we train an RL policy in Isaac Gym [23] using Proximal Policy Optimization (PPO) [35]. This training is based on the training recipe from [34]. Subsequently, we ground the LLM in Mujoco [42], a high-fidelity, physics-based simulator. Our LLM policy operates at 10 Hz and is then tracked by a low-level joint PD controller at 200 Hz. The PD gains for this controller are set at 20 and 0.5, respectively.

After evaluating various LLMs including GPT-4 [27], GPT-3.5-Turbo, text-davinci-003 [26], Alpaca [41], Vicuna 2 [8], Llama 2 [43], we found that only GPT-4 is powerful enough to in-context learn a robot walking behavior using our designed prompt. During the experiments, we set GPT-4’s temperature to 0 to minimize the variance.

B. Robot Walking
Utilizing the proposed approach, we successfully prompt an A1 quadruped robot to walk with GPT-4. The LLM policy cannot only enable walking on flat ground but can also allow the robot to walk over uneven terrain as shown in Fig. 8. Due to the unexpected roughness, the robot almost falls over but the LLM policy makes it recover to a normal posture and then keeps walking forward. Due to the need to balance the token limit of the LLM and the size of $P_{Hist}$, we execute the policy at 10 Hz. However, this leads to a walking gait that becomes reasonably worse compared to many RL-based walking policies running at 50 Hz or even higher.

Fig. 4 demonstrates target joint trajectories for the front left leg when a robot is walking on uneven terrain for 10 seconds. The blue lines depict the trajectories produced by the LLM policy. As a comparison, the orange lines show the trajectories generated by an RL policy. Note that both trajectories take the same observation as input. The robot acts with the action generated by the LLM and then gets the next observation from the environment. Although the LLM policy is initialized with the RL policy, the resulting joint trajectories are noticeably different.

One prompt example for A1 robot walking is shown in Fig. 3, where we use historical observations and actions for the past 50 steps. The prompt is specially designed and normalized as described in Sec. II-B. Based on this A1 robot walking experiment, we can answer Question Q1 that a robot can be prompted to walk with LLMs.

C. Description Prompt
We perform 5 experiments to analyze the impact of individual components in the description prompt. In each experiment, we provide observation and action prompts ($P_{Hist}$). For evaluation, we consider two metrics: normalized walking time and success rate. To clarify, the term “normalized walking time” denotes the proportion of time a robot can walk before it falls. The success rate is measured by the percentage of the trials that the robot is able to finish, where each trial lasts for 10 seconds and we have 5 trials for each experiment. In the design of the first experiment (E1), we exclude the description prompt entirely (only $P_{Hist}$). In the
second experiment (E2), we only provide the meaning of input and output space \((P_{IO})\). Additionally, we include the joint order \((P_{Jo} + P_{Jo})\) in the third experiment (E3). In the fourth experiment (E4), we incorporate prompts such as task description, meaning of input and output space, joint order, and the full control pipeline \((P_{TD} + P_{IO} + P_{JO} + P_{CP})\). For the fifth experiment (E5), we employed a complete description prompt. The experimental result is demonstrated in Fig. 5, where we can see that the full description prompt has the highest normalized walking time and success rate. Based on the results from the first experiment, without a description prompt (E1), there is a minimal likelihood of LLMs prompting a robot to walk.

D. Observation and Action Prompt

In our subsequent investigation, we assess the influence of the observation and action prompt \(P_{Hist}\) on walking performance. Inspired by the RL-based walking control design, we first study how historical observations and actions affect the performance. We conduct a series of experiments, testing observation and action lengths of 0, 10, 30, and 50, all while using the description prompt. To clarify, a length of 0 means only a description prompt. In our experiments, the LLM is queried at 10 Hz, so a length of 50 means 5 seconds in wall time that covers several walking steps for a quadruped robot. The experimental result is shown in Fig. 6. It is evident that increased lengths of observations and actions correlate with enhanced performance, both in terms of normalized walking time and success rate. With lengths ranging from 0 to 50, the LLM token consumptions are approximately 348, 1738, 4518, and 7298, respectively. As we use the GPT-4 model with an 8k token length, we are not able to explore longer lengths of observations and actions.

In addition to comparing various lengths for observation and action prompts, we also investigate the effect of different observation prompts. Our choices for observations are influenced by the RL policy, as we initialize our LLM policy using a reinforcement learning-based approach. We evaluated five scenarios: (E1) no observation; (E2) only base linear velocity and angular velocity; (E3) only joint position and joint velocity; (E4) a combination of base linear velocity, angular velocity, joint position, and joint velocity; (E5) full observation. The comparison result is shown in Fig. 7. The full observation listed in Fig. 3 achieves the best performance. However, it remains unclear which specific observation component is the most influential. It is noteworthy that the observation in the LLM policy has a dimension of 33 while the observation space in the RL policy has a dimension of 48, which indicates that the LLM policy can use less information to make a robot walk compared to an RL policy.

Furthermore, we study the effect of how we normalize the observation and action prompt. We benchmark 5 different normalization methods: (E1) original values without any normalization; (E2) normalize to positive values; (E3) normalize to integers; (E4) discard the decimal part and then normalize the integer part to positive integer values; (E5) normalize to positive integer values. Due to the limited token size of GPT-4, we opt for a compact observation prompt consisting of base linear and angular velocities. The benchmark result is summarized in TABLE I. Unlike other experiments, to emphasize the performance in different normalization methods, we extend the walking time to 20 seconds. We found that the normalization of the observation and action prompt is crucial as LLMs might parse a value of observation or action into several text tokens.

Based on the investigation of the text prompt, we can answer Question Q2: how should we design prompts for robot walking? We believe a synergy between description prompt and observation and action prompt is the key to utilizing LLMs to prompt a robot to walk.
In addition to the A1 robot, we further validate our approach with a different robot: the ANYmal robot [17]. It is different from the A1 robot in terms of size, mass, mechanical design, etc. In this experiment, we use Isaac Gym instead of MuJoCo as our simulator to see the effect of change in the simulation environment. Following the same approach, we train a 10 Hz RL policy for initialization. With the proposed text prompt, we successfully prompt the ANYmal robot to walk on flat ground. Snapshots of ANYmal walking are shown in Fig. 8. Having been validated by the A1 and ANYmal experiments over various terrains, we believe that the proposed method generalizes to different robots and environments, which is our answer to Question Q3.

IV. DISCUSSION

After validating our approach with experimental results, we provide a discussion on what we learned in this study and the limitations of the current approach.

A. Text Is Another Interface for Control

It is interesting to note that the description prompt plays a crucial role in utilizing LLMs to prompt a robot to walk, which indicates that text is another interface for control. The existing control approaches for robot walking do not rely on any task description in textual form. If we follow the convention of RL or model-based control that uses numerical values such as observations and actions, LLMs have a low chance of making a robot walk, as demonstrated in Fig. 5. Instead, with a proper design of the description prompt, LLMs can achieve a high success rate for walking. We hypothesize that a description prompt provides a context for LLMs to interpret the observations and actions properly. While we provide a prompt example for robot walking, the prompt design for robot motions is still under-explored.

B. LLMs In-Context Learn Differently

Our experiments demonstrate that LLMs in-context learn to prompt a robot to walk. Initially, we hypothesized that LLMs might learn a robot walking behavior in a manner akin to behavior cloning [47]. However, as shown in Fig. 4, the joint trajectories generated by the LLM policy are sufficiently different from those generated by an RL policy. Moreover, the LLM policy shows a more regular pattern which is not present in the RL policy. If we pay attention to the left calf joint trajectory, the pattern coincides with the biomechanics study of animal walking [12]. Thus, we believe that LLMs in-context learn differently to enable a robot to walk.

C. Limitations

While this work takes us closer towards utilizing LLMs for robot walking control, there are some limitations in the current framework. First, the current prompt design is fragile. Minor alterations in the prompt can dramatically affect the walking performance, as described in our experiments. In general, we still lack a good understanding of how to design a reliable prompt for robot walking. Secondly, as we design and test the prompt based on a specific initialization policy, our prompt design inevitably becomes biased towards this policy. Although we have tested our framework with several different RL initialization policies, it is possible that some initialization policies do not work with our prompt.

Another major limitation is that we are only able to carry out simulation experiments instead of hardware experiments. One reason is the low inference speed of GPT-4. Our pipeline requires LLMs to be queried at 10 Hz, which is much faster than the actual inference speed through OpenAI API. Thus, we have to pause the simulation to wait for the output of GPT-4. Furthermore, due to the limited token size, we have to choose a low-frequency policy, i.e., 10 Hz, to maximize the time horizon of the context. As a side note for future research, this work is expensive and roughly costed $2,000 US dollars for querying OpenAI API to test the prompt.

V. CONCLUSIONS

In this paper, we presented an approach for prompting a robot to walk. We use LLMs with text prompts, consisting of a description prompt and an observation and action prompt collected from the physical environment, without any task-specific fine-tuning. Our experiments demonstrate that LLMs can serve as low-level feedback controllers for dynamic motion control even in high-dimensional robotic systems. We further systematically analyzed the text prompt with extensive experiments. Furthermore, we validated this method across various robotic platforms, terrains, and simulators.


