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Abstract—Control barrier functions have become an increasingly popular framework for safe real-time control. In this work, we present a computationally low-cost framework for synthesizing barrier functions over point cloud data for safe vision-based control. We take advantage of surface geometry to locally define and synthesize a quadratic CBF over a point cloud. This CBF is used in a CBF-QP for control and verified in simulation on quadrotors and in hardware on quadrotors and the TurtleBot3. This technique enables safe navigation through unstructured and dynamically changing environments and is shown to be significantly more efficient than current methods.

I. INTRODUCTION

A. Motivation

Safety-critical systems are all around us in the modern world, from autonomous cars to aerial systems. In recent years, Control Barrier Functions (CBFs) [1] have proven to be a versatile method for designing provably safe controllers for such systems, and have demonstrated strong performance in tasks such as safety-critical control and obstacle avoidance.

The ability to deploy vision-in-the-loop control in a safety-critical manner is extremely valuable. In aerial robotics, for instance, safe vision-based navigation is vital to applications such as construction-site surveying and search & rescue.

Due to the complexity of vision-based data and the challenge of dealing with unstructured environments, performing safe and efficient vision-in-the-loop control remains an open challenge. To efficiently maintain safety for vision-in-the-loop systems, we aim to formulate control barrier functions over depth data with minimal processing.

B. Prior Work

Traditionally, the problem of processing vision data for safe control is performed by generating a metric map of the environment. However, mapping using classical SLAM techniques such as the occupancy grid [2] involves slow, computationally intensive processing of vision data, thus proving ineffective for agile and resource-constrained robots.

Vision-based control barrier functions have been explored as a means of developing verifiable vision-based control in recent work [3]–[6]. For instance, an online learning-based CBF controller for static environments was designed based on stereo depth data [3]. However, this approach relies on the assumption that the environment is static in time and requires computationally expensive training.

Control barrier functions were also formulated over neural radiance fields (NeRFs) for safe vision-based control [5]. However, this approach was largely limited by computation speed, achieving a limited control frequency of 10 Hz due to the heavy computations associated with the NeRF. Additionally, the NeRF requires a static environment.

Many practical systems in robotics face a unique combination of being computationally constrained and requiring a high control frequency. Furthermore, the ability to adapt to environments that evolve in time is crucial for many systems. Current safe vision-based control techniques are inadequate for platforms like quadrotors, where computational power is limited, but fast control and rapid adaptation to changing environments are crucial.

To provide a safe and efficient technique for the vision-based control of resource-constrained systems, we propose Depth-CBF, a technique which formulates barrier functions over point clouds. This technique requires no training and minimal computation while allowing for the safe exploration of unstructured and dynamic environments.

C. Contributions

Our contributions in this work are summarized as follows:

1) We present Depth-CBF, a novel technique for formulating vision-based control barrier functions and estimating their Lie derivatives for control affine systems.

2) We detail the design of depth-based barrier function controllers with only a single optimization constraint.

3) We validate the performance of the Depth-CBF in simulation in unstructured environments on a quadrotor.
4) We validate the efficacy of this control technique in unstructured and dynamic environments on hardware using a TurtleBot3 and a quadrotor. This technique is shown to be significantly faster than previous methods.

D. Paper Organization

In Section II, we provide the background on barrier functions and point clouds. In Section III, we formulate barrier functions over point clouds. In Section IV, we discuss point cloud CBF control design for the TurtleBot and quadrotor. In Section V, we present and discuss simulation and hardware results, and in Section VI we provide concluding remarks.

II. BACKGROUND

A. Control Barrier Functions

Consider a locally Lipschitz control affine system for which we wish to define safety,
\[ \dot{x} = f(x) + g(x)u, \quad x \in \mathbb{R}^n, u \in \mathbb{R}^m. \] (1)
A safe set \( \mathcal{C} \) for (1) is defined to be the zero superlevel set of a continuously differentiable function \( h : D \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \),
\[ \mathcal{C} = \{ x \in D \mid h(x) \geq 0 \} \subseteq D \subseteq \mathbb{R}^n. \] (2)
To define a control barrier function for \( \mathcal{C} \), we first consider the set of extended class \( \mathcal{K}_\infty \) functions, denoted \( \mathcal{K}_{\infty}^\infty \). A function \( \alpha : \mathbb{R} \rightarrow \mathbb{R} \) belongs to class \( \mathcal{K}_{\infty}^\infty \) if it is strictly increasing, continuous, and satisfies \( \alpha(0) = 0 \).

\( h \) is said to be a control barrier function (CBF) of system (1) if the following conditions are satisfied:
1) \( \frac{\partial h}{\partial x} \neq 0 \) on the boundary \( \partial \mathcal{C} \) of the safe set.
2) There exists a function \( \alpha \in \mathcal{K}_{\infty}^\infty \) such that for all \( x \in D \)
\[ \sup_{u \in U} \{ L_f h(x) + L_g h(x)u \} \geq -\alpha(h(x)), \] (3)
where \( U \subseteq \mathbb{R}^m \) is the set of admissible inputs and \( L_f h = \frac{\partial h}{\partial x} f(x) \) are Lie derivatives.
If \( h \) is a CBF, then for all \( t \) there exists an input \( u(t) \in U \) that ensures \( x(t) \) remains within the safe set \( \mathcal{C} \) [1].

B. CBF-QP Controller

A popular technique for deploying a CBF for safe real-time control is the CBF-QP controller [1], which frames the search for a safe input as a quadratic program.

Suppose \( k(x) \) is a nominal controller for system (1), for instance a trajectory tracking controller. If \( h(x) \) is a CBF for the system, the CBF-QP "filters" the nominal input \( k(x) \) into a safe input by solving the quadratic program
\[ u^* = \arg \min_{u \in U} \frac{1}{2} \| u - k(x) \|^2 \] (4)
\[ s.t. \quad L_f h(x) + L_g h(x)u \geq -\alpha(h(x)). \] (5)
This optimizes for the closest safe input \( u^* \) to the nominal input \( k(x) \) within the set \( U \) of admissible inputs.

C. Point Clouds

Point clouds convey the 3D spatial geometry of an environment. In this work, we consider point clouds generated by digital stereo depth cameras and lidar sensors. We define such point clouds to be finite sets of points
\[ P = \{(x_i, y_i, z_i)\}_{i=1}^N. \] (6)
where each \( (x_i, y_i, z_i) \in P \) represents the 3D coordinates of a point on the surface of the environment and \( N \in \mathbb{N} \) represents the number of points sampled from the environment.

III. DEPTH-CONTROL BARRIER FUNCTION

In this section, we detail the design of CBFs over point clouds.

A. Depth-CBF Formulation

We wish to define the safe set \( \mathcal{C} \) such that the system remains a safe distance away from collision with the environment. We assume that the system’s only knowledge of the environment comes from a point cloud \( P = \{(x_i, y_i, z_i)\}_{i=1}^N \) in \( \mathbb{R}^3 \) contained in its state vector, we define safety with the barrier function
\[ h(q) = \min_{p \in P} \{(q - p)^T (q - p) - \delta^2\}, \] (7)
where \( \delta > 0 \) is a buffer that defines the minimum safe distance to the environment. As \( h(q) \) considers the minimum distance from the system to the point cloud, \( h(q) > 0 \) implies the system is not in collision with any point in the point cloud.

This barrier function may be conveniently rewritten as
\[ h(q) = (q - p^*)^T (q - p^*) - \delta^2, \] (8)
where \( p^* \in P \) is the closest point in the point cloud to the system at position \( q \). This function is illustrated in Figure 2.

B. Depth-CBF Gradient Computation

The challenge in using this barrier function comes in the form of computing the spatial gradient \( \frac{\partial h}{\partial q} \), which is required for the computation of Lie derivatives for CBF-QP control.
Since the closest point \( p^* \) in the point cloud varies with \( q \), computing the gradient of \( h \) with respect to \( q \) is not as simple as treating \( p^* \) as a constant and differentiating \( h(q) \).
To model how \( h(q) \) varies with respect to \( q \), we perform a local smooth fit of \( h(q) \) across a mesh of points near a current position \( q \) of the system. We define a mesh of points \( M \) with spacing \( \epsilon \ll 1 \) surrounding the current position \( q \) as
\[ M = \{q + \epsilon (e_1 i + e_2 j + e_3 k) \mid i, j, k \leq L\}, \] (9)
where \( e_1, e_2, e_3 \in \mathbb{R}^3 \) are the standard Euclidean basis vectors. The CBF (8) is then computed across the mesh as
\[ h(M) = \{ h(q_m) \mid q_m \in M \}. \] (10)
Critically, each \( h(q_m) \) is computed with respect to the closest point \( p^* \) to \( q_m \) in the point cloud. This provides a mesh of CBF values that consider the dependence of \( p^* \) on \( q \).
Now, we wish to estimate the spatial gradient $\partial h / \partial q$ of the true barrier function from the mesh of sampled values $h(M)$. This is achieved with a local fit of $h(q)$. Theorem 1 suggests a form for this local fit.

**Theorem 1.** [7], [8] Consider a smooth surface embedded in 3D space. With respect to the spatial frame $S$, the second order Taylor approximation of the squared distance function from a point $q \in \mathbb{R}^3$ to the surface is of the form

$$d(q) = q^T Aq + b^T q + c, \quad A \in \mathbb{R}^{3 \times 3}, \quad b \in \mathbb{R}^3, \quad c \in \mathbb{R}. \quad (11)$$

The proposed CBF (8) is a squared distance function to the surface of the environment, offset by a scalar $\delta^2$. According to Theorem 1, a second order estimate of the CBF (8) in the spatial frame $S$ is therefore of the form

$$\hat{h}(q) = q^T \hat{A} q + \hat{b}^T q + \hat{c}. \quad (12)$$

The parameters $\hat{A}, \hat{b}, \hat{c}$ of this second order estimate are found by solving the following optimization across the mesh of points $M$ surrounding the position $q$ of the system

$$\arg \min_{\hat{A}, \hat{b}, \hat{c}} \sum_{q_m \in M} ||h(q_m) - (q_m^T \hat{A} q_m + \hat{b}^T q_m + \hat{c})||^2_2. \quad (13)$$

This may be recast as an ordinary least squares problem in $A, b, c$ and solved efficiently in closed form.

Importantly, the estimate $\hat{h}(12)$ is everywhere differentiable, enabling estimation of the gradient of (8) as

$$\partial h / \partial q \approx \hat{h}/\hat{q} = q^T (\hat{A} + \hat{A}^T) + \hat{b}^T \hat{q}. \quad (14)$$

For a control-affine system $\dot{q} = f(q) + g(q)u$, where $q$ represents the spatial position of the system, the Lie derivatives $L_f h, L_g h$ are thus locally estimated using the CBF fit as

$$L_f h \approx L_f \hat{h} = (q^T (\hat{A} + \hat{A}^T) + \hat{b}^T) f(q) \quad (15)$$

$$L_g h \approx L_g \hat{h} = (q^T (\hat{A} + \hat{A}^T) + \hat{b}^T) g(q). \quad (16)$$

Estimates of the second order Lie derivatives $L^2_f h, L^2_g h$, required for relative degree 2 systems, are computed

$$L^2_f \hat{h} = L_f [L_f \hat{h}], \quad L^2_g \hat{h} = L_g [L_f \hat{h}]. \quad (17)$$

### C. Depth-CBF Pipeline

The Depth-CBF pipeline is outlined in Algorithm 1. Notice that each mesh $M$ is created by adding the current position $q$ of the system to a default mesh $M_0$ centered at 0.

The implementation of this Depth-CBF pipeline depends largely on efficient computation of the closest point in the point cloud to the system, as this point must be repeatedly queried to generate the mesh of barrier function values.

Querying efficiency is achieved by inserting the $K$ nearest points to the current position into a k-d tree, a binary tree that enables querying in expected logarithmic time [9].

A new k-d tree is generated for each new point cloud to enable adaptation to changing environments. This must be traded off with a lack of “history” of previous point clouds.

In simulation, the k-d tree improved the speed of Algorithm 1 by a mean of 22.62 Hz compared to a naive search. This includes the extra time necessary to generate the tree.

### IV. DEPTH-CBF CONTROL DESIGN

Once the local fit of the barrier function has been performed, an input is computed using a modified CBF-QP controller. In the place of $L_f h, L_g h$, the estimates $L_f \hat{h}, L_g \hat{h}$ are used. For $k(q)$ a nominal controller for the system $\dot{q} = f(q) + g(q)u$, the Depth-CBF-QP controller is formulated as

$$u^* = \arg \min_{u \in \mathbb{R}^2} \frac{1}{2} ||u - k(q)||^2_2 \quad (18)$$

subject to $L_f \hat{h} + L_g hu \geq -\alpha h(q)$. \quad (19)

This formulation allows for safe control using only a single optimization constraint across the entire point cloud.

Since the Depth-CBF-QP simply relies on a point cloud, it can be used with both lidar sensors and stereo depth cameras. Additionally, it is easily generalized to the relative degree 2 case, which is detailed below.

### A. TurtleBot Depth-CBF Design

First, we detail the design of a relative degree 1 Depth-CBF for the TurtleBot, modeled with the unicycle dynamics

$$\begin{bmatrix} x \\ y \\ \phi \end{bmatrix} = \begin{bmatrix} \cos \phi & 0 & v \\ \sin \phi & 0 & 0 \\ 0 & 1 & \omega \end{bmatrix} \begin{bmatrix} v \\ \omega \end{bmatrix},$$

where $x, y$ are the center of the TurtleBot and $\phi$ is the heading angle. This system is controlled by two inputs, a linear velocity $v$ and an angular velocity $\omega$ [10].

To deploy the Depth-CBF on such a system, we propose a cascaded control structure. In the first stage, a desired $(x, y)$ trajectory $q_d(t) : \mathbb{R} \rightarrow \mathbb{R}^2$ is passed into a Depth-CBF-QP controller built around the integrator dynamics $\dot{q} = u$. Here, $q = [x, y]^T \in \mathbb{R}^2$ is the spatial position of the integrator and the control input $u \in \mathbb{R}$ is its velocity. For this system, $L_f h = 0$ and $L_g h = q^T (\hat{A} + \hat{A}^T) + \hat{b}^T$. This produces the following Depth-CBF-QP optimization

$$u^* = \arg \min_{u \in \mathbb{R}} \frac{1}{2} ||u - k(q)||^2_2 \quad (21)$$

subject to $L_g hu \geq -\alpha h$. \quad (22)
where $k(q)$ is a nominal tracking controller for the integrator and $\alpha \in \mathbb{R}_{>0}$. This QP produces a safe velocity vector $u^* \in \mathbb{R}^3$ which may be tracked by the TurtleBot using a velocity tracking controller. This structure is visualized in Figure 4.

Note that the structure of tracking the Depth-CBF-QP input to an integrator is easily adapted to any system for which a velocity tracking controller may be designed.

### B. Quadrotor Depth-CBF Design

Here, we discuss the design of a Depth-CBF-QP controller for the quadrotor. With respect to the parameters defined in Table I, the dynamics of the quadrotor are described as [11]

\[
\dot{q} = v, \quad \dot{v} = f Re_3 - mg e_3, \quad (23)
\]

\[
\ddot{R} = R\hat{\omega}, \quad J\hat{\omega} + \hat{\omega} J\omega = M, \quad (24)
\]

for $\hat{\cdot} : \mathbb{R}^3 \to so(3)$ defined such that $\hat{x} y = x \times y$ $\forall x, y \in \mathbb{R}^3$.

A controller is designed by separating the translational and rotational dynamics of the quadrotor [12]. First, a nominal trajectory tracking controller is designed around point mass dynamics, which are represented in control affine form as

\[
\dot{\tilde{q}} = \begin{bmatrix} v \\ -ge_3 \end{bmatrix} + \frac{1}{2} \hat{J} \begin{bmatrix} 0_{3 \times 3} \\ J \end{bmatrix} u, \quad (25)
\]

for $u \in \mathbb{R}^3$ a force vector input and $x = (q, v)$ the state vector. For a desired trajectory $x_d(t) : \mathbb{R} \to \mathbb{R}^6$, where $x_d(t) = (q_d(t), v_d(t))$, a tracking input $k(x)$ is chosen

\[
k(x) = -K(x - x_d) + m\hat{d}_a + mge_3, \quad (26)
\]

where $K \in \mathbb{R}^{3 \times 6}$ is a gain matrix and $q_d \in \mathbb{R}^3$ is the desired acceleration. Now, we design a CBF-QP controller.

As this system is relative degree 2 with respect to the CBF (8) a second order formulation of the Depth-CBF-QP constraint must be used. The input is then evaluated as

\[
u^* = \arg \min \frac{1}{2} ||u - k(x)||^2 \quad \text{s.t.} \quad L^2 \hat{h} + L_1 \hat{h} + \alpha_1 L_2 \hat{h} + \alpha_0 \hat{h} \geq 0, \quad (27)
\]

where $\alpha_0, \alpha_1$ are selected such that the characteristic polynomial of the constraint has negative real roots [1], [13]. This constraint provides safety in the relative degree 2 case.

The solution to (27) is passed to a force-tracking controller, which produces a thrust $f \in \mathbb{R}$ and a moment $M \in \mathbb{R}^3$ that allows the quadrotor to track the safe force $u^*$ [12]. This control structure is visualized in Figure 5.

### V. Results & Discussion

In this section, we illustrate the performance of the relative degree 1 and 2 Depth-CBF-QP controllers. First, we present the performance of the relative degree 1 Depth-CBF-QP on TurtleBot hardware. Following this, we discuss the performance of the relative degree 2 Depth-CBF-QP on the quadrotor with simulation and preliminary hardware results.

The QP optimizations detailed above were solved using OSQP [14] for both simulation and hardware experiments. Code for the results presented in this work can be found at https://github.com/HybridRobotics/depth_cbf.

#### A. Relative Degree 1 Results

Here, we discuss the performance of the relative degree 1 Depth-CBF on TurtleBot3 hardware. This platform is equipped with a lidar sensor that scans the environment at 5 Hz. Computations were performed on an i7-4770 and relayed to the TurtleBot via ROS Noetic. A buffer of $\delta = 0.275$ $m$ was selected to account for noise and for the TurtleBot’s radius. A CBF-QP constraint constant of $\alpha = 6$ was chosen.

1) **Stationary Wall**: In the first test, the TurtleBot is commanded to drive towards a stationary, flat wall. As shown in Figure 6, the Depth-CBF prevents collision with the wall.

Figure 6 also illustrates the effect of the buffer $\delta$, as the TurtleBot always remains a distance away from the wall. This helps ensure safety under sensor noise and is valuable for dealing with low frequency sensors such as the TurtleBot lidar.

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m \in \mathbb{R}$</td>
<td>Total mass</td>
</tr>
<tr>
<td>$g \in \mathbb{R}$</td>
<td>Acceleration due to gravity</td>
</tr>
<tr>
<td>$q \in \mathbb{R}^3$</td>
<td>Position of center-of-mass in spatial frame</td>
</tr>
<tr>
<td>$v \in \mathbb{R}^3$</td>
<td>Velocity of center-of-mass in spatial frame</td>
</tr>
<tr>
<td>$\omega \in \mathbb{R}^3$</td>
<td>Angular velocity in body frame</td>
</tr>
<tr>
<td>$F \in \mathbb{R}$</td>
<td>Total thrust</td>
</tr>
<tr>
<td>$M \in \mathbb{R}^3$</td>
<td>Total moment applied in body frame</td>
</tr>
<tr>
<td>$e_3 \in \mathbb{R}^3$</td>
<td>Euclidean basis vector $(0, 0, 1)$</td>
</tr>
<tr>
<td>$J \in \mathbb{R}^{3 \times 3}$</td>
<td>Inertia tensor in the body frame</td>
</tr>
<tr>
<td>$R \in SO(3)$</td>
<td>Rotation matrix from body to spatial frame</td>
</tr>
</tbody>
</table>
Fig. 7. Depth-CBF performance on the TurtleBot hardware in the presence of a moving obstacle. An obstacle is brought towards the system and removed, and the TurtleBot is able to successfully avoid the moving obstacle.

Fig. 8. The TurtleBot must move from one end of the cluttered hallway to the other without colliding with any of the obstacles.

2) Moving Wall: Next, we discuss the performance of the Depth-CBF under a moving obstacle. The system is commanded to stay at \((0, 0, 0)\) while a flat obstacle is periodically brought towards it and removed from view.

As shown in Figure 7, the Depth-CBF smoothly drives the TurtleBot away from the moving obstacle. When the obstacle is removed, the TurtleBot returns to the origin. This process is then repeated a second time. We thus observe the ability of the Depth-CBF to adapt to a dynamic environment.

3) Cluttered Hallway: In this test, a narrow hallway with numerous obstacles, depicted in Figure 8, was constructed. The TurtleBot was placed at the origin and given a nominal straight-line trajectory from \((0, 0, 0)\) to \((3, 0, 0)\) at the end of the hall. This path passes through multiple obstacles.

We visualize the trajectory of the TurtleBot through the cluttered hallway in Figure 9. Despite having no planner other than a single open-loop trajectory, the Depth-CBF enabled the TurtleBot to steer around every obstacle and navigate its way to the end of the hall. The TurtleBot also stopped short of an obstacle obstructing the goal state.

B. Relative Degree 2 Results

Now, we discuss the performance of the relative degree 2 Depth-CBF on the quadrotor. Simulations were performed in Gazebo with the Intel RealSense-ROS plugin to simulate a 30 Hz depth camera. Hardware experiments were performed on a quadrotor equipped with an Intel NUC and an Intel D435i depth camera. A buffer of \(\delta = 0.75 \text{ m}\) was chosen to account for the quadrotor’s radius and for sensor noise. CBF-QP constraint constants of \(\alpha_0 = \alpha_1 = 4\) were chosen.

1) Stationary Wall: In the first simulation test, the quadrotor is commanded to fly towards a flat, stationary wall, and the Depth-CBF must ensure that no collisions occur. The results of this test are visualized in Figure 10. We observe that the Depth-CBF ensures safety throughout the flight.

2) Moving Wall: A preliminary moving obstacle test was performed in hardware on the quadrotor. As observed in Figure 11, the quadrotor successfully evades an obstacle moving towards it. When the obstacle is removed, the quadrotor returns to its original position.
A major attractive point of the Depth-CBF control structure is its computational efficiency. Across the TurtleBot tests, the Depth-CBF ran at an average frequency of 485 Hz. This frequency is measured across the entire pipeline, from receiving a new point cloud to computing the CBF approximation and CBF-QP control inputs. This is a significant increase in speed compared to prior approaches.

A drawback of this approach is the lack of “history”, that is Algorithm 1 does not consider prior states or point-clouds. Further, using a single closest point could prove challenging in extremely dense environments. One approach to mitigate that is to consider a set of closest points (that are relatively far enough from each other), however, this increases the computational cost. The tradeoff to the lack of history is the ability to react to moving obstacles and the computation speed. Quick reactions to obstacles could be helpful during teleoperations when the operators might not be able to react fast enough to dynamic environments.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented the Depth-CBF-QP, a lightweight method for synthesizing CBF controllers over point clouds. The Depth-CBF-QP only requires a single optimization constraint and enables fast, accurate estimation of the CBF Lie derivatives. Further, the Depth-CBF-QP can be formulated for both the relative degree 1 and 2 cases, and can be applied to both stereo depth and lidar sensors. We validated performance in simulation and hardware for both the relative degree 1 and 2 cases. We performed static braking, moving obstacle, and cluttered hallway navigation tests on the TurtleBot and quadrotor. In all three tests, the systems never came into contact with the environment. The cluttered hallway test demonstrated the ability of the Depth-CBF to enable safe navigation through unstructured environments with no outside planning.

The Depth-CBF proved to be very fast, running at an average rate of 485 Hz in TurtleBot experiments. This represents a significant performance increase over previous methods.

Future extensions of this work include performing extensive validations of the Depth-CBF on other hardware platforms and in performing an analysis of the effect of noise and time delay in receiving point clouds on performance.
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