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ABSTRACT

We propose a methodology of applying PoMDPs at a suf-
ficiently high abstraction of a high-dimensional continuous-
time partially observable hybrid system. In particular, we
develop a two-layer hybrid controller, where the higher-level
PoMDP-based hybrid controller learns the boundaries be-
tween various modes and appropriately switches between
them. The modes partition the state-space and represent
a closed-loop hybrid system with a lower-level hybrid con-
troller. We apply this methodology onto the problem of
bipedal walking on varying terrain, where the gradient change
in the terrain is only partially observable (due to poor and
noisy sensors.) We develop three lower-level hybrid con-
trollers that result in robust walking on level ground, up and
down ramps. The higher-level PoMDP-based hybrid con-
troller then learns the boundary between these controllers
and is used to perform appropriate controller switching. With
only a coarse, discrete estimate of walking speed, the con-
troller enables traversing terrain both with long sustained
constant slopes, and with rapid changes in slope. Simula-
tion results are presented on a 26-dimensional planar bipedal
robot model that incorporates contact forces and friction.
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1. INTRODUCTION

Partially Observable Markov Decision Processes (PoMDPs)
are good for solving problems with partial observability of
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Figure 1: An abstract illustration of a two-layer hybrid con-
troller with different modes separated by boundaries. Each
mode is a closed-loop hybrid system with a lower-level hy-
brid controller, comprised of an inner-loop continuous-time
controller and a discrete-time event-based outer-loop. Ad-
ditionally, a higher-level hybrid controller learns the bound-
aries between the modes, by solving the postulated PoMDP
problem, and then achieves switching between them.

systems with uncertainty in the states [11l 4, [I], however
they are plagued by the problem of state explosion. Here
we apply PoMDPs at a sufficiently high abstraction of a
high-dimensional continuous-time partially observable hy-
brid system. In particular, we develop a two-layer hybrid
controller, where the higher-level PoMDP-based hybrid con-
troller learns the boundaries between various modes and ap-
propriately switches between them. The modes partition
the state-space and represent a closed-loop hybrid system
with a lower-level hybrid controller. Similar ideas exist for
simpler systems [5] [6].

Essentially, our method proposes a two-layer hybrid con-
troller hierarchy, with multiple discrete modes that partition
the state space; see Figure[Il Each mode is a closed-loop hy-
brid system with a lower-level hybrid controller, comprised
of an inner-loop continuous-time controller and a discrete-
time event-based outer-loop. Additionally, an higher-level
hybrid controller learns the boundaries between the modes,
by solving the postulated PoOMDP problem, and then achieves
switching between them. We have a nested hybrid system
and the proposed methodology can be applied at any level.
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Figure 2: Feedback diagram illustrating the PoMDP-based
hybrid controller structure. Continuous lines represent sig-
nals in continuous time; dashed lines represent signals in dis-
crete time. The controllers I' and T'? create an attractive
and invariant hybrid zero dynamics m Yep, and Xep sy
are open-loop, and closed-loop partially observable hybrid
systems respectively. The controller I'" is an hybrid con-
troller that implements a PoOMDP policy to switch the walk-
ing gait (specified by the « parameters) based on the ob-
servations that are being received from the hybrid system
(marked by the blue box).

We chose to apply it at the highest level because, as we will
see, this is where our state is not fully observable.

We particularize the method for studying the problem of
designing feedback controllers for structured terrain where
the gradient changes discretely, but is not accurately per-
ceivable either by a tactile sensor through forward kinemat-
ics or a vision system. For instance, indoor corridors and
sidewalks with gradual changes in slope are examples of such
terrain. Walking on varying slopes has been considered in
[141 3], however these assume that the slope can be perfectly
known or can be inferred at each step. Bipedal walking
on rough terrain has been primarily addressed by develop-
ing controllers that are robust to bounded variation in step
heights of the terrain [7, [2]. These controllers are typically
hybrid, with a continuous-time inner-loop controller and a
discrete-time event-based outer-loop controller designed to
provide robustness to changes in the terrain.

However, a single controller can not be easily designed
to achieve walking at multiple ground slopes, but rather
multiple locally stable controllers that are robust about dif-
ferent specific ground slopes are sought, along with some
higher-level sequential decision making to switch between
the controllers. Partially observable Markov decision pro-
cess (PoMDP), [1], provide a natural model for sequential
decision making under uncertainty, and is particularly ap-
plicable to situations where a robot cannot reliably identify
the state of the underlying environment. Although switch-
ing controllers have been demonstrated in the literature for
rough terrain walking [3] [9], these approaches do not con-
sider any uncertainty of when to switch.

We apply the two-layer PoMDP hybrid controller frame-
work to a special case of three simple discrete modes for
walking on level ground, walking on a up ramp and a down
ramp of specified gradient. For each of these modes, there
is a continuous-time controller for tracking, and a discrete-

time event-based controller to provide additional robustness
to adapt to small changes in terrain gradient. The higher-
level PoMDP-based hybrid controller learns the boundaries
between the discrete modes based on the stochastic distribu-
tions specified as part of the PoOMDP problem, and provides
a way to switch between the low-level hybrid controllers.
Note that we are not considering the quasi-static case [12],
but we are using a PoOMDP formulation to solve a problem
in which the dynamics and real-time control are critical for
operation of the system.

Employing only three specific walking gaits, our proposed
method is able to successfully walk on level ground and sus-
tained up and down slopes of 10° while also working in sit-
uations where the slope changes every step. Moreover, this
method can be easily extended to have additional modes
(rather than the 3 illustrated here) corresponding to walk-
ing on different ground slopes.

Note that most work on rough terrain walking assumes
the availability of precise ground height, and/or walking step
speed. However, for physical legged robots, computing small
changes in ground height at impact using forward kinemat-
ics is error-prone due to sensor and calibrations errors that
add up as the kinematic chain is traversed. Moreover, rely-
ing on visual or laser sensors for estimating small changes
in ground slope is also not feasible. Furthermore, accurate
forward velocity, usually obtained by fusing odometry and
visual information, is not available for legged robots due to
the error-prone odometry. The proposed method sidesteps
these issues by only requiring a coarse estimate of the walk-
ing speed (speed roughly equal to, greater than, or less than
nominal speed) for estimating the terrain gradient.

The rest of the paper is organized as follows. Section
briefly presents the hybrid model for walking and the nom-
inal controller used for walking. Section [B] develops and for-
mulates a POMDP problem as a Kronecker product of sepa-
rate PoOMDPs for modeling the terrain and the robot. Sec-
tion Ml presents simulation results by evaluating the postu-
lated PoMDP-based hybrid controller on a high-dimensional
planar bipedal model that captures unilateral ground con-
straints and stick-slip friction, to demonstrate walking on
stochastically varying terrain. Finally, Section [l presents
concluding remarks.

2. DYNAMICAL MODEL AND NOMINAL
CONTROL DESIGN FOR WALKING

We have seen several methods for handling rough terrain
in the previous section, with researchers considering simple
systems for demonstrating their method. We will illustrate
the PoMDP-based control design on a dynamical model of
a real-life complex experimental system called MABEL, a
planar bipedal robot at The University of Michigan, which
has an underactuated, compliant transmission [15].

A dynamical model for walking can be developed by mod-
eling the single support phase, when one foot is assumed to
be pinned to the ground, and the subsequent double sup-
port phase that occurs when the swing foot makes contact
with the ground. The single support phase is modeled as
the continuous-time dynamics of a pinned, planar, kinematic
chain with revolute joints and rigid links, while the double
support phase is modeled as an instantaneous impact. The



hybrid model for walking is then as follows,
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where x = [q Q] € X is the state of the system, f,g are
vector fields that captures the continuous-time dynamics,
A represents the impact map that maps the pre-impact
state = to the post-impact state zT, and Gop = {2 €
X | Hqp (x) = 0} is the guard surface representing contact of
the swing foot with the ground, with sr € Sy := {L,U, D}
representing if the terrain is level, a up ramp, or a down
ramp. In the absence of sensors for precisely measuring
small variations in the terrain either through forward kine-
matics, or through vision, the terrain state is only partially
observable, making this a partially observable hybrid model.
To coordinate and synchronize the links of a robot to
achieve the objectives of walking, such as keeping the torso
upright, advancing the swing foot to take a step, maintain-
ing a foot clearance for a specific slope of the terrain, etc.,
we use virtual constraints [I5]. Virtual constraints are holo-
nomic constraints on the robot’s configuration variables that
are asymptotically imposed through feedback control. One
virtual constraint is typically chosen per actuator in the form
of an output, such that when a feedback controller drives
the output to zero, the constraint is enforced. Virtual con-
straints can be written as,

Y= h(Qv a) = Hoq — hd(e(Q)7 a)v (2)

where, Hy is a selection matrix for choosing the variables to
be controlled, hq(0, «) are the desired trajectories, expressed
as Bézier polynomials, parametrized by 6, a monotonous
function of the joint variables, and « the Bézier polynomial
coefficients. The a-parameters are chosen through a con-
strained nonlinear optimization to obtain a periodic gait for
walking. For the purpose of this paper, we design a set of
periodic walking gaits, represented by the parameters s,
with sg € Sgp := {WL, WU, WD}, designed for walking on
level ground, and up, down ramps of a 10° gradient respec-
tively.

Next we present the lower-level hybrid controller, com-

prised of a continuous-time inner-loop controller and a discrete-

time outer-loop controller, that locally, exponentially stabi-
lizes the periodic walking gaits. Assuming the output (2) has
vector relative degree two, the continuous-time controller I'*
is given by the input-output linearizing controller,

I: w=-LyLsh(g,)”" (L}h+ Ky + Kay) . (3)

This controller locally drives the output to zero exponen-
tially and creates the invariant manifold Z = {z € X | y =
0,Lsy = 0}.

The discrete-time event-based controller I'? serves to per-
form step-to-step parameter updates by adding an addi-
tional term to the virtual constraint defined in @) to get
a new output,

%y = h(g, o, B) = Hoqg — ha(0(q), @) — hw(6(q), B). (4)

The event-based control is used to select 8 so as to perform
corrections to the virtual constraint to obtain hybrid invari-
ance, ie., t~ € Z = " € Z [I5} Sec. IV-B], at each
step, thereby smoothly handling transients.

Finally, we present a coarse speed sensor that indicates if
the walking step speed is greater than, equal to, or lesser

Ar={}|s=L U D

Ar={} |Or={}
s=1L

s=L | 08 01 01 = 1
U 0.35 0.6 0.05 U 1
D 0.35  0.05 0.6 D 1

(a) (b)

Table 1: (a) State transition, T'r(s,{},s’), and (b) observa-
tion functions, Zr({}, s, {}), for the terrain PoMDP, Pr.

than the nominal speed, by providing an observation or €
Or :={Sp, S0, Sm}, according to the following rule,

Sp, v> (1490) vsp
or =14 S50, (1—=0)vsy <v<(140)vsp (5)
Sm, v < (1 —0)vsy,

where v, corresponds to the steady-state speed of the walk-
ing gait asp, for sg € Sgr, and § a small positive number
used as a threshold for discretization by the sensor.

3. POMDPFORMULATION FORWALKING
ON SLOPES

The hybrid system X, in () under the action of the
lower-level hybrid controller @), (@) is another (closed-loop)
hybrid system ¥, s, represented by the blue box in Figure
In this section, we will develop a higher-level hybrid con-
troller for this system. Note that we are able to analyze the
lower-level controller developed in the previous section, and
the higher-level hybrid controller developed here separately.
This is primarily due to the loose coupling between the two
that occurs through the incoming discrete speed observa-
tions (B), which in turn indirectly depend on the continuous
states and interactions with the ground.

Here, we will assume that we neither have access to pre-
cise foot height at contact, nor accurate estimates of step
speed (due to poor and noisy sensors.) Rather, we will as-
sume we have a coarse estimate of step speed that only indi-
cates if the speed is roughly equal to, greater than, or lesser
than nominal speed as in ([@). It must be noted that just
looking at the speed for a single step is not sufficient to im-
mediately determine the state of terrain so as to switch to
an appropriate walking controller. Instead, we will need to
pose the problem as a PoMDP, that will enable us to learn
the boundaries between when each of the three walking con-
trollers, developed in Section 2] for walking on level ground,
up and down ramps, are active and when to switch to the
appropriate one, based on a sequence of observations of the
coarse speed estimate.

A partially observable Markov decision process (PoMDP)
is a Markov decision process that does not make an assump-
tions that the states are directly observable [I1] 4, [1]. A
PoMDP can be characterized by a 6-tuple P = (S, A, O, T,
Z,R), where S = {s1, S2,...,8n} is a set of states that the
system can be in, A = {ai,az2,...,am} is a set of actions
that can be applied to affect the system, O = {01, 02, ..., 01 }
is a set of observations that describe the perception of the
system which partially reflects the current state of the sys-
tem, T : S x A — II(S) is the state transition function
that maps each state-action pair into a probability distribu-
tion over the state space, such that T'(s,a,s’) = Pr(Si11 =



a=WL|s=WL WU WD| a=WU|s=WL WU WD| a=WD |s=WL WU WD

s=WL 1 0 0 s=WL 0
WU 1 0 0 WU 0
WD 1 0 0 WD 0

(a)

Sm || azWL|0:Sp

a:WL|o:Sp S0

1 0 s=WL 0 0 1
1 0 WU 0 0 1
1 0 WD 0 0 1

S0 Sm || azWL|0:Sp S0 Sm

s=WL 0.1 0.8 0.1
wuU 0.7 0.2 0.1
WD 0.1 0.2 0.7

s=WL 0.04
wuU 0.1
WD 0.02

(b)

0.06 0.9 s=WL 0.9 0.06 0.04
0.7 0.2 wuU 0.95 0.03 0.02
0.03 0.95 WD 0.2 0.7 0.1

Table 2: (a) State transition, Tr(s,a, s’), and (b) observation functions, Zg(a, s, 0), for the robot PoMDP, Px.

s |8 =84 =a), Z: AxS — II(O) is an observa-
tion function that maps the current state and the previ-
ous action to a distribution over the observations, such that
Z(a,s,0) = Pr(Oy = o | S = s,A;—1 = a), and finally
R:S x A — R is the immediate reward function.

At any given point in time the system is in state s¢, which
is partially observable through observation o:, with proba-
blllty bt = P’I‘(St | Ot,At, Ot —1,Qt—1,""" ,Oo,ao). ThlS belief
distribution represents the entire history of the interaction
of the system. The goal of a PoOMDP is to learn an opti-
mal policy describing action selection, that maximizes the
expected discounted cumulative reward, i.e.,

Vi (s) = max R(s,a)+72T(s7a78’)‘471(8') . (6)
s'e

where v is the discount, with V' being the value function.
The policy is defined as a mapping from the belief state to
action state.

We model two PoMDPs, one for the terrain, Pr = (S,
Ar,Or,Tr, Zr, Rr), and the other for the robot, Pr =
(Sr, Ar,ORr,Tr, Zr, Rr), and then form a composite PoOMDP
by taking the Kronecker product of the two, P = Pr ® Pr.
We model the terrain POMDP as follows, St = {L,U, D} as
defined earlier represents the state of the terrain to be either
level, a up ramp, or a down ramp, and with no actions or
observations, i.e., Ar = {},Or = {}. Further, we choose
the state transition and observation functions as given in
Table[[l These probabilities were chosen arbitrarily and do
not reflect true values of terrain distributions occurring in
the real world. However, it would be pretty straightforward
to collect real-world data and compute these probabilities.

Next, we model the robot POMDP as follows, Sp = {WL,
WU, W D} as defined earlier represents the state of the robot
controller to be either a level walking controller, a up ramp
walking controller, or a down ramp walking controller. In a
similar way, we choose the actions Az = {WL, WU, WD}
to represent the transition to these controllers (Note that
we have abused notation and have used the same symbols
for states and actions. The state represents the current con-
troller being used on the robot, while the action represents
what controller should be used next.) The observations,
Or = {Sp, S0,Sm} as defined earlier, indicate if the speed
is greater than (Sp = speed plus), equal to, or lesser than
(Sm = speed minus) nominal walking speed. These obser-
vations provide an indirect estimate of the change in the
terrain and do not require precise accurate sensors for mea-
suring the speed of walking. Further, we choose the state

transition and observation functions as given in Table[2 To
keep the reward structure simple, we choose unit reward for
both PoMDPs, i.e., Rr =1, Rr = 1.

Remark 1. Decomposing our PoMDP into the terrain
and robot PoMDPs makes presentation of the state transi-
tion and observation functions in Tables[D [A compact. The
state transition and observation functions for the composite
PoMDP are then easily obtained from these. Moreover, in
the future, we can easily model a visual sensor as part of the
observations in Pr, to provide a direct estimate of the ter-
rain. This enables, easily fusing observations from a visual
sensor providing direct estimates of the terrain in Pr, and
a discrete speed sensor providing an indirect estimate of the
terrain in Pr.

The composite POMDP thus formed is then solved using a
solver such as ZMDP, Perseus, Cassandras, or Pegasus [13]
I, §]. Figure M illustrates the resulting policy graph. The
obtained policy is essentially a finite state controller that
describes what actions to take based on the observations re-
ceived. The received observations are used to update the be-
lief, and when the belief of a particular state is high enough,
an appropriate action is issued. Thus, the outer-loop control
'™ is specified as,

I a= tro), (7)

where o, is the observation received at discrete time instant
t, and a; = 7(o¢) is the action specified by the policy, and
the a-parameters corresponding to the action are picked.

4. RESULTS

We now evaluate the proposed controller, comprising of
the continuous-time controller with the discrete-time outer-
loop controller as described in Section 2] and the PoMDP
hybrid controller developed in Section [3 on the complex
model of MABEL developed in [I0]. This model is 26-
dimensional and captures unilateral constraints through a
compliant ground and stick-slip friction model. This cap-
tures the robot-ground interaction more realistically and is
important for testing controllers especially on terrain that
is varying, where foot slippage is bound to happen and is
an important source of failure. This is in contrast to pa-
pers that do not model stick-slip friction while evaluating
proposed rough terrain controllers.

As an initial test of validity of the control design, we con-
sider a deterministically generated terrain that consists of
segments of a level ground, a up ramp at 10°, a level ground



and a down ramp at 10°; see Figure Bh. This sample ter-
rain will test if the PoMDP policy correctly switches to an
appropriate walking controller.

In this simulation, the robot is able to take over 65 steps
to traverse the entire terrain, with the PoMDP correctly
switching the controller at appropriate instants in time. The
PoMDP policy is able to transition from WL — WU, WU —
WL, WL —- WD, WD — WL. Step speeds, observations
received, which are computed using the rule in (), and the
actions generated by the PoOMDP policy-based controller I'"
are also illustrated. Specifically, the coarse discrete speed
measurement indicating if the speed is approximately equal
to, greater than or lesser than the nominal speed, is used
to build a belief in the state of the partially observable hy-
brid model and take an appropriate action based on the be-
lief, enabling switching to an appropriate controller, thereby
adapting to and traversing the terrain.

Next, we test the controller on a suite of stochastically
generated terrains based on the terrain state transition in
Table[ll It must be noted that the PoOMDP only captures the
transitions of the terrain. Neither the length of terrain seg-
ments nor the specific slope to choose for the up/down ramps
are specified by the PoMDP. Instead of picking just one par-
ticular value, we randomly choose a segment length from a
uniform distribution in {2m,4m,6m} and a slope for up
ramp and another slope for down ramp from {5°,7.5°,10°}.
With the segment length and the slopes for the up / down
ramps fixed, we generate a terrain based on the terrain tran-
sition function. This forms one sample path to test the con-
troller on, and we repeat the above procedure to obtain ad-
ditional sample paths. The proposed PoMDP controller is
able to successfully complete walking on over 85% of the
generated terrain, some of which involve over 100 steps of
walking down at a 10° incline. The most common reason
for failure is an inability of the controller to accommodate
changes in terrain slope of over 10°, for instance when the
up ramp changes to a down ramp involving a change in slope
of 20°. A small percentage of failures can be attributed to
the foot slipping while going up a ramp, which by itself does
not cause the robot to fall, but instead causes the swing foot
to advance rapidly to catch the robot from falling, causing
subsequent steps to be taken quickly, which increases the
speed of walking. This results in the PoOMDP estimating
a wrong terrain gradient thereby not transitioning to, the
correct controller.

Finally, we test the controller on a stochastically gener-
ated terrain, where the slope of the terrain changes every 1m
with the terrain state transition as in Table [l The slopes
of ramp for each segment are selected from an uniform dis-
tribution of slopes in {2°,4°,6°,8°,10°}. Simulation results
shown in Figures Bb, illustrate that the robot is able to tra-
verse terrain not only when the slope is constant for a long
duration, but also when the slope changes rapidly.

5. CONCLUSION
A two-layer hybrid controller methodology for applying

PoMDPs at a sufficiently high abstraction of a high-dimensional

continuous-time partially observable hybrid system has been
presented. This has been particularized for application onto
planar bipedal walking on stochastically varying slopes, where
neither an assumption of requiring an estimate of step height,
nor requiring an accurate estimate of the step speed at each
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Figure 4: The policy graph obtained by solving the postu-
lated PoMDP. The obtained policy has 11 nodes, with each
node specifying the action to be taken, the state of the com-
posite POMDP, P, that has the highest belief, along with the
belief expressed as a percentage. An appropriate node tran-
sition occurs when the specified observation is received from
the system. From the policy it can be seen that to switch
from a level walking gait to a walking up (or down) con-
troller requires three consecutive observations of S, speed
up (or Sy, speed down), as seen in the node transitions
0—+5—7—=>2(r0—6—3— 10). This sequence is
optimally required for the belief to build-up, and is specific
to the chosen transition, observation, and reward functions.

step is made. With only a coarse estimate of step speed, the
presented PoMDP-based hybrid controller is able to appro-
priately switch between three hybrid controllers designed for
robust walking on level ground, up and down ramps of 10°.
Simulations carried out on a model of MABEL illustrate the
controller being able not only to traverse terrain with long
and sustained constant slopes, but also ones where the slope
changes more rapidly. The gradient of the ramps addressed
in this paper can easily be increased. The method itself can
easily be extended to multiple ground slopes and the con-
trollers can be stitched together by appropriate switching.
The only assumption is that a periodic walking gait at that
slope is available. As future work, we are exploring extend-
ing this framework to address rough and difficult terrain in
addition to the presented gentle ramps.
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