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Abstract

Challenges of Control Barrier Functions: Optimization, Control, Planning, and Navigation

by
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Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Associate Professor Koushil Sreenath, Chair

Control barrier functions (CBFs) are one of the many used approaches for achieving safety in robot autonomy. This thesis tackles several challenges present in control barrier functions in different aspects, including optimization, control, planning and navigation.

This thesis is composed of three parts. In Part I, we point out the optimization infeasibility between CBF constraint and input constraint, and address the feasibility problem in optimal control for quadratic programming using control barrier functions under input constraints. We also notice that the potential conflict between input constraints and safety constraints also exists in the discrete-time domain together with model predictive control. This conflict is formally identified in reachability analysis and reachability is later enhanced in proposed formulations.

In the Part II, we focus on obstacle avoidance for control and trajectory generation in a tight environment, which requires polytopic obstacle avoidance. We analyze the optimization problem for obstacle avoidance between polytopes. The novel optimizations for obstacle avoidance in continuous domain and discrete-time domain are proposed to solve this challenge.

In Part III of the thesis, we discuss several applications of motion planning and navigation using control barrier functions. We firstly address the motion planning problem within a finite state machine which unifies a mid-level planner and a low-level safety-critical controller with application to autonomous driving. Next, we propose parallelism for motion planning with control barrier functions with application to autonomous racing. Finally, we explore the possibility of safety-critical motion planning for high dimensional systems such as Cassie, a life-size bipedal robot.
To my family.
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Chapter 1

Introduction

Control barrier functions (CBFs) have recently emerged as one of the common approaches for safety-critical control. Although the theory of control barrier functions has been well established, there exist several limitations. Some of these arise due to the mathematical challenges in optimization (e.g., infeasibility due to input constraints and multiple control barrier functions). Other challenges arise for the applications such as the following: limited performance and deadlock issues for trajectory generation with finite state machines; real-time obstacle avoidance in tight environments; and computationally-fast trajectory generation for high-dimensional nonlinear systems.

The remainder of this chapter seeks to (1) provide clarifications of existing challenges of control barrier functions in different domains, including optimization, control, planning and navigation (2) present the thesis contributions in each domain. Finally, an outline of this dissertation is presented at the end of this chapter, highlighting how the challenges are addressed.

1.1 Stability & Safety

The theory and applications of safety-critical control and planning are emerging topics for autonomous systems. “Safety” requires that “bad” things do not happen while liveness requires that “good” things eventually happen. For example, asymptotic stability can be seen as an example of a liveness property in the sense that an asymptotically stable equilibrium point is eventually reached. Similarly, invariance can be seen as an example of a safety property in the sense that any trajectory starting inside an invariant set will never reach the complement of the set. For example, the robot is required to staying outside the obstacle invariantly for safety, i.e., without any physical contact with the obstacle. These asymptotic stability and invariance are later formalized as control Lyapunov functions (CLFs) and control barrier functions (CBFs), respectively.
1.2 Control Barrier Functions

Designing controllers to ensure provable safety guarantees for autonomous systems is vital. The choice of the term “barrier” was motivated by optimization literature where barrier functions are added to the cost functions to avoid undesirable regions through repelling term in the cost function \cite{102}. This collision avoidance behavior, i.e., staying collision-free, is denoted as system safety. In recent years, researchers have formalized this obstacle avoidance in an optimization-based manner with obstacle avoidance constraints. These barrier constraints are required to enforce the system trajectory to stay outside the obstacle region. For systems with a control input, the notion of a barrier was extended to a ”control” version to yield a ”control barrier function” \cite{205}. A control barrier function is positive within the safe set, zero on the boundary of the safe set, and negative outside the safe set. Moreover, at each point inside the safe set, there always exists a choice of control that can keep the closed-loop system trajectory within the safe set. Furthermore, this control input satisfies a particular inequality on the time-derivative of the control barrier function.

The studies of control barrier functions have been a variety of approaches that can be best described as “Lyapunov-like”. In other words, these functions yield invariant level sets such that one can guarantee safety if these level sets are contained in the safe set \cite{12}. A type of quadratic programming, named as CBF-QP in \cite{13}, permits us to find the minimum perturbation for a given feedback controller to guarantee safety. Control Lyapunov functions (CLFs) \cite{58, 158} can be applied to stabilize the closed-loop dynamics of both linear and nonlinear dynamical systems \cite{61}. Together with CBFs, the framework CLF-CBF-QP \cite{11} incorporates control Lyapunov function based quadratic programs, which enables handling safety-critical constraints effectively in real-time with low complexity of solving QPs. These methods are generally applicable for different continuous nonlinear systems such as autonomous cars \cite{129, 40}, legged robots \cite{135, 81}, and aerial systems \cite{209}. CBFs could also be generalized for high-order dynamics \cite{133, 214} and discrete-time systems \cite{2, 224}. Recently, CBF constraints were also applied in control problems using a data-driven approach \cite{40, 41, 184, 116}. In this thesis, we focus on resolving the following challenges about control barrier functions.

1.3 Challenges

1.3.1 Optimization Feasibility & Safety

For real robot applications, besides the performance (CLF) and safety criteria (CBF) constraints, an input constraint is also usually applied to ensure the optimized input from QP is admissible. The input constraint was not considered in the optimization in some of the previous work, such as \cite{12}, which means the optimized control input might not be executable due to the physical limitations of the system. Other work, such as \cite{209, 217, 138, 137, 2, 41}, did consider the input constraint, but the potential conflict between input constraint
and CBF constraint was not addressed, potentially resulting in an unsolvable optimization problem. In [11], a valid CBF is specifically designed for an adaptive cruise control scenario, where the valid CBF is calculated with explicit integration of partial differential equations with the system dynamics under input constraint to ensure the feasibility in the optimization. Sufficient conditions about feasibility in CLF-CBF based methods are also discussed in [215]. It has been pointed that there is a potential conflict between safety constraints and CBF constraints within the CLF-CBF-QP formulation.

In this dissertation, we address the feasibility problem in optimal control for CLF-CBF-QP under input constraints in Chapter 3. We also notice that the potential conflict between input constraints and safety constraints also exists in discrete-time domain together with model predictive control, presented in Chapter 4. This conflict is later formally identified in reachability analysis and enhanced in proposed formulations discussed in Chapter 5.

1.3.2 Obstacle Avoidance for Control and Trajectory Generation

CBFs are also widely used for obstacle avoidance [222, 179, 83, 126, 74, 127]. The shapes of robots and obstacles are usually approximated as points [38], paraboloids [52] or hyperspheres [224], where the distance function can be calculated explicitly as an analytic expression from their geometric configuration. The distance functions for these shapes are differentiable and can be used as control barrier functions to construct a safety-critical optimal control problem. However, these approximations usually over-estimate the dimensions of the robot and obstacles, e.g., a rectangle is approximated as the smallest circle that contains it. When a tight-fitting obstacle avoidance motion is expected, robots and obstacles are usually approximated as polytopes. While this makes maneuvers less conservative for obstacle avoidance, computing the distance between two polytopes requires additional effort [63].

In this thesis, the polytopic obstacle avoidance with control barrier functions is discussed. The optimization for obstacle avoidance in continuous domain and discrete-time domain are discussed in Chapter 6 and Chapter 7 respectively.

1.3.3 Applications about Motion planning & Navigation

We are interested in applications about motion planning and navigation by using control barrier functions. Many existing applications that use control barrier functions [66, 2, 12] are within the control domain, e.g. one-step optimization which is relatively too greedy to be applied for motion planning and navigation, which might result in deadlock.

Toward resolving deadlock and local greediness, we firstly address this challenge within a finite state machine which unifies mid-level planner and a low-level safety-critical controller, shown in Chapter 8. Another approach to reduce the formation of a deadlock would be the introduction of parallelism, presented in Chapter 9. We also remark again that theoretical analysis for navigation between polytopic obstacles is shown in Chapter 6 and Chapter 7. Finally, we explore the possibility of safety-critical motion planning in high dimensional systems, e.g., a life-like bipedal robot Cassie, presented in Chapter 10. This highly nonlinear
hybrid system is able to be decoupled as a linear model within a RL (reinforcement learning) controller which is shown to be able to achieve model-based nonlinear model predictive control with CBFs as the local planner in a 3D navigation task.

1.4 Thesis Outline

The contributions of this thesis can be summarized as follows,

- Address feasibility problems between control barrier functions and input constraints in both continuous-time and discrete-time domains and propose formulations to resolve them.
- Propose model predictive control with control barrier functions and apply it to different robotic systems.
- Propose obstacle avoidance algorithms with control barrier functions for both continuous-time and discrete-time domains and apply them for control and trajectory generation problems.
- Discuss various applications on agile, nonlinear and high-dimensional systems for motion planning and navigation using control barrier functions.

We will first revisit an introductory chapter about control barrier functions in Chapter 2. After that, the thesis is divided into three parts, including theory and applications for the above challenges. The first part including Chapter 3, 4, 5 is about the optimization feasibility and the safety using control barrier functions. The second part including Chapter 6, 7 is about the obstacle avoidance for control and trajectory generation using control barrier functions. The third part including Chapter 8, 9, 10 focus on the applications about motion planning and navigation using control barrier functions.

The overall organization of the next eight chapters as well as their logical dependency is illustrated in Figure 1.1.

Chapter 3

Safety is one of the fundamental problems in robotics. Recently, a quadratic program based control barrier functions (CBFs) method has emerged as a way to enforce safety-critical constraints. Together with control Lyapunov functions (CLFs), it forms a safety-critical control strategy, named CLF-CBF-QP, which can mediate between achieving the control objective and ensuring safety, while being executable in real-time. However, once additional constraints such as input constraints are introduced, the CLF-CBF-QP may encounter infeasibility. In order to address the challenge that arises due to the infeasibility, we propose an optimal-decay form for safety-critical control wherein the decay rate of the CBF is optimized point-wise in time so as to guarantee point-wise feasibility when the state lies inside the safe
Figure 1.1: Thesis organization of chapters and their logic dependency.

set. The proposed control design is numerically validated using an adaptive cruise control example.

Chapter 4

The optimal performance of robotic systems is usually achieved near the limit of state and input bounds. Model predictive control (MPC) is a prevalent strategy to handle these operational constraints, however, safety still remains an open challenge for MPC as it needs to guarantee that the system stays within an invariant set. In order to obtain safe optimal performance in the context of set invariance, we present a safety-critical model predictive control strategy utilizing discrete-time control barrier functions (CBFs), which guarantees system safety and accomplishes optimal performance via model predictive control. We analyze the feasibility and the stability properties of our control design. We verify the properties of our method on a 2D double integrator model for obstacle avoidance. We also validate the algorithm numerically using a competitive car racing example, where the ego car is able to overtake other racing cars.

Chapter 5

Safety is one of the fundamental problems in robotics. Recently, one-step or multi-step optimal control problems for discrete-time nonlinear dynamical system were formulated to offer tracking stability using control Lyapunov functions (CLFs) while subject to input con-
CHAPTER 1. INTRODUCTION

Constraints as well as safety-critical constraints using control barrier functions (CBFs). The limitations of these existing approaches are mainly about feasibility and safety. In the existing approaches, the feasibility of the optimization and the system safety cannot be enhanced at the same time theoretically. In this chapter, we propose two formulations that unify CLFs and CBFs under the framework of nonlinear model predictive control (NMPC). In the proposed formulations, safety criteria is commonly formulated as CBF constraints and stability performance is ensured with either a terminal cost function or CLF constraints. Slack variables with relaxing technique are introduced on the CBF constraints to resolve the tradeoff between feasibility and safety so that they can be enhanced at the same. The advantages about feasibility and safety of proposed formulations compared with existing methods are analyzed theoretically and validated with numerical results.

Chapter 6

Developing controllers for obstacle avoidance between polytopes is a challenging and necessary problem for navigation in tight spaces. Traditional approaches can only formulate the obstacle avoidance problem as an offline optimization problem. To address these challenges, we propose a duality-based safety-critical optimal control using nonsmooth control barrier functions for obstacle avoidance between polytopes, which can be solved in real-time with a QP-based optimization problem. A dual optimization problem is introduced to represent the minimum distance between polytopes and the Lagrangian function for the dual form is applied to construct a control barrier function. We validate the obstacle avoidance with the proposed dual formulation for L-shaped (sofa-shaped) controlled robot in a corridor environment. We demonstrate real-time tight obstacle avoidance with non-conservative maneuvers on a moving sofa (piano) problem with nonlinear dynamics.

Chapter 7

Obstacle avoidance between polytopes is a challenging topic for optimal control and optimization-based trajectory planning problems. Existing work either solves this problem through mixed-integer optimization, relying on simplification of system dynamics, or through model predictive control with dual variables using distance constraints, requiring long horizons for obstacle avoidance. In either case, the solution can only be applied as an offline planning algorithm. In this chapter, we exploit the property that a smaller horizon is sufficient for obstacle avoidance by using discrete-time control barrier function (DCBF) constraints and we propose a novel optimization formulation with dual variables based on DCBFs to generate a collision-free dynamically-feasible trajectory. The proposed optimization formulation has lower computational complexity compared to existing work and can be used as a fast online algorithm for control and planning for general nonlinear dynamical systems. We validate our algorithm on different robot shapes using numerical simulations with a kinematic bicycle model, resulting in successful navigation through maze environments with polytopic obstacles.
Chapter 8

A new control design is developed for guaranteeing a vehicle’s safety during lane change maneuvers in a complex traffic environment. The proposed method uses a finite state machine (FSM), where a quadratic program based optimization problem using control Lyapunov functions and control barrier functions (CLF-CBF-QP) is used to calculate the system’s optimal inputs via rule-based control strategies. The FSM can make switches between different states automatically according to the command of driver and traffic environment, which makes the ego vehicle find a safe opportunity to do a collision-free lane change maneuver. By using a convex quadratic program, the controller can guarantee the system’s safety at a high update frequency. A set of pre-designed typical lane change scenarios as well as randomly generated driving scenarios are simulated to show the performance of our controller.

Chapter 9

This chapter presents a novel planning and control strategy for competing with multiple vehicles in a car racing scenario. The proposed racing strategy switches between two modes. When there are no surrounding vehicles, a learning-based model predictive control (MPC) trajectory planner is used to guarantee that the ego vehicle achieves better lap timing performance. When the ego vehicle is competing with other surrounding vehicles to overtake, an optimization-based planner generates multiple dynamically-feasible trajectories through parallel computation. Each trajectory is optimized under a MPC formulation with different homotopic Bezier-curve reference paths lying laterally between surrounding vehicles. The time-optimal trajectory among these different homotopic trajectories is selected and a low-level MPC controller with control barrier function constraints for obstacle avoidance is used to guarantee system’s safety-critical performance. The proposed algorithm has the capability to generate collision-free trajectories and track them while enhancing the lap timing performance with steady low computational complexity, outperforming existing approaches in both timing and performance for a autonomous racing environment. To demonstrate the performance of our racing strategy, we simulate with multiple randomly generated moving vehicles on the track and test the ego vehicle’s overtake maneuvers.

Chapter 10

Bridging model-based safety and model-free reinforcement learning (RL) for dynamic robots is appealing, since model-based methods are able to provide formal safety guarantees while RL-based methods are able to exploit the robot agility by learning from the full-order system dynamics. However, current model-based and RL approaches to tackle this problem are mostly restricted to simple systems. In this chapter, we propose a new method to combine model-based safety with reinforcement learning by finding a low-dimensional representation of the system controlled by a RL policy and applying formal stability and safety guarantees on that simple model. We use an underactuated bipedal robot Cassie, which is a high
CHAPTER 1. INTRODUCTION

dimensional nonlinear system with hybrid dynamics, and its RL-based walking controller as an example. We show that a low-dimensional dynamical model is sufficient to capture the dynamics of the closed-loop system. We demonstrate that this model is linear and asymptotically stable, and is decoupled across control input in all dimensions. We further exemplify that such linearity exists even when using different RL control policies. Such results point out an interesting direction to understand the relationship between RL and optimal control: whether RL tends to linearize the nonlinear system during training. Furthermore, we illustrate that the found linear model is able to provide formal guarantees by safety-critical optimal control framework with an example of autonomous navigation using Cassie while taking advantage of the agility provided by the RL-based controller.

1.5 Chapter Summary

In this chapter, we presented the background of control barrier functions and point out some existing challenges in this field. The challenges can be found in three domains 1) optimization feasibility and safety, 2) obstacle avoidance and trajectory generation 3) applications on motion planning and navigation. After that, we presented the core contributions of the thesis together with the thesis outline. In the following chapters, we will go through all the mentioned challenges and present our solutions with respect to them.
Chapter 2

Background on Control Barrier Functions

In this brief chapter, we will describe existing work on using control barrier functions for continuous-time and discrete-time systems.

2.1 Continuous-time System & Safety

We firstly consider a nonlinear affine control system in this form

\[
\dot{x} = f(x) + g(x)u,
\]  

(2.1)

where \( x \in \mathbb{R}^n \), \( f : \mathbb{R}^n \to \mathbb{R}^n \) and \( g : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are locally Lipchitz. The system is also subject to input constraints

\[
u(t) \in U_{adm}(x(t)), \quad \forall t \geq 0,
\]  

(2.2)

where \( U_{adm}(x(t)) \subset \mathbb{R}^m \) denotes the set of admissible inputs, which could be state-dependent.

Definition 2.1 (Safe Set and Safe State). We consider a set \( C \subset \mathbb{R}^n \) defined as the superlevel set of a continuously differentiable function \( h : \mathbb{R}^n \to \mathbb{R} \), yielding:

\[
C = \{ x \in \mathbb{R}^n : h(x) \geq 0 \},
\]

\[
\partial C = \{ x \in \mathbb{R}^n : h(x) = 0 \},
\]

\[
\text{Int}(C) = \{ x \in \mathbb{R}^n : h(x) > 0 \}.
\]

(2.3)

We call the set \( C \) as the safe set and \( h \) as the safety function.

This function \( h(.) \) is usually denoted as a distance function between the robot and the obstacle, for example, the robot is currently in the safe set (staying outside the obstacle) shown in Figure 2.1.

A feedback controller could be denoted as \( \pi : (x, t) \to u : u(x(t)) \in U_{adm} \), the closed loop system under this controller could be expressed as follow:

\[
\dot{x} = f^\pi_c(x) := f(x) + g(x)\pi(x, t).
\]  

(2.4)
Definition 2.2 (Forward Invariant). A set $C^\pi$ is forward invariant with controller $\pi$ if for every $x_0 \in C^\pi$, $\xi_{x_0,t_0}^\pi \in C^\pi$ for $x(t_0) = x_0$ and $t \in I(x_0) = [t_0, t_0 + \tau)$, where $I(x_0)$ represents a maximum interval of existence. When the system is forward complete, $\tau = \infty$. Note that $\xi_{x_0,t_0}^\pi(t)$ denotes the solution of the system (2.4) at time $t$ by starting at initial state $x_0$ and initial time $t_0$, and applying controller $\pi(x, t) \in U_{adm}$ over $[t_0, t]$.

The definition of forward invariance allows us to define the safety of the closed loop system under the controller $\pi$ as follows,

Definition 2.3 (Safety). The system (2.4) is safe with respect to a set $C$ if the set $C$ is forward invariant.

2.2 CLFs & CBFs for Continuous-time System

Here are definitions of class $\mathcal{K}$ and $\mathcal{K}_{\infty}$ functions which will be used for describing CLFs and CBFs in this section.

Definition 2.4 (Class $\mathcal{K}$ and $\mathcal{K}_{\infty}$ Functions). A continuous function $\alpha : [0, a) \to [0, \infty)$ is said to belong to class $\mathcal{K}$ if 1) it is strictly increasing 2) it is satisfied $\alpha(0) = 0$.

Moreover, this function is said to be long to class $\mathcal{K}_{\infty}$ if 1) it belongs to class $\mathcal{K}$ 2) it is satisfied $a = \infty$ 3) it is satisfied $\lim_{r \to \infty} \alpha(r) = \infty$.

Based on the definition of the safety function $h$ and the nonlinear affine control system in (2.1), we define a control barrier function as follows,

Definition 2.5 (CBF). Let $C \subset \mathcal{D} \subset \mathbb{R}^n$ be the superlevel set of a continuously differentiable function $h : \mathcal{D} \to \mathbb{R}$, then $h$ is a control barrier function (CBF) if there exists an extended
class $\mathcal{K}_\infty$ function $\alpha$ such that for the control system (2.1):

$$
\sup_{u \in U_{ad}} \dot{h}(x, u) \geq -\alpha(h(x)),
$$

for all $x \in D$.

A control input satisfying (2.5) ensures invariance of the set $C$ and thus safety [9]. In practice, unless a CBF is handcrafted with consideration with set calculation or some other approximations, it’s usually not a valid one. In other words, (2.5) is not valid for all $x \in D$ while only for a subset of $D$ [226].

**Definition 2.6 (Valid CBF).** We denote the $h$ represents a valid CBF when the set $C$ is forward invariant under CBF constraints.

Besides the system safety, we are also interested in stabilizing the system (2.1) with a feedback control law $u$ to a given state. In a nonlinear context, this can be achieved by equivalently finding a feedback control law that drives a positive definite function $V$ to zero, see [177]. Concretely, the control Lyapunov function is defined as follows,

**Definition 2.7 (CLF).** $V$ is a control Lyapunov Function (CLF) if it is positive definite and satisfies:

$$
\inf_{u \in U_{ad}} \dot{V}(x, u) \leq -\gamma(V(x)),
$$

for all $x \in D$.

To understand the CLF and CBF constraints, if we regard the $\alpha(.)$ and $\gamma(.)$ functions as positive scalars instead of class $\mathcal{K}$, then the CBF constraint provides an exponential-decay lower bound which is always positive and the CLF constraint provides an exponential-decay upper bound which will converge to zero, illustrated in Figure 2.2. These two constraints enforce the system safety and stability together.
2.3 Continuous-time CBF-based Controllers

Having established control barrier functions and control Lyapunov functions, we will present how to synthesize controllers to guarantee safety and stability for them.

Suppose the control barrier function is of relative-degree one, where the first time-derivative of the CBF has to depend on the control input, i.e., $L_g h(x) \neq 0$, where $L_g$ represents the lie derivative with respect to $g$. Hence in this case, we have

$$\dot{h}(x, u) = L_f h(x) + L_g h(x)u.$$  \hspace{1cm} (2.7)

This allows us to define safety-critical optimal control for a nonlinear affine system (2.1).

Suppose we are given a feedback controller $u = k(x)$ for the control system (2.1) and we wish to guarantee safety. we can consider the following Quadratic Program (QP) based controller that finds the minimum perturbation on $u$:

**CBF-QP [12]:**

$$u(x) = \arg\min_{u \in \mathbb{R}^m} \frac{1}{2} ||u - k(x)||^2$$  \hspace{1cm} (2.8a)

s.t.

$$L_f h(x) + L_g h(x)u \geq -\alpha(h(x)),$$  \hspace{1cm} (2.8b)

$$u \in U_{adm}(x).$$  \hspace{1cm} (2.8c)

The above QP based formulation of safety-critical controllers suggests a means in which to unify safety and stability. Concretely, we consider the following QP based controller:

**CLF-CBF-QP [12]:**

$$u(x) = \arg\min_{(u, \delta) \in \mathbb{R}^{m+1}} \frac{1}{2} u^T H(x)u + \phi(\delta)$$  \hspace{1cm} (2.9a)

s.t.

$$L_f V(x) + L_g V(x)u \leq -\gamma(V(x)) + \delta,$$  \hspace{1cm} (2.9b)

$$L_f h(x) + L_g h(x)u \geq -\alpha(h(x)),$$  \hspace{1cm} (2.9c)

$$u \in U_{adm}(x),$$  \hspace{1cm} (2.9d)

where $H(x)$ is any positive definite matrix (pointwise in $x$) and $\phi(\delta)$ is chosen to be quadratic and positive.

2.4 Generalization of CBFs for Discrete-time Systems

Similarly, we can describe stability and safety in the discrete-time system. In this chapter, we consider a discrete-time control system as follows,

$$x_{t+1} = f(x_t, u_t),$$  \hspace{1cm} (2.10)
with \( \mathbf{x} \in \mathcal{X} \) representing the system state with the control input \( \mathbf{u} \) confined by admissible input set \( \mathcal{U} \).

Based on the safety set defined in (2.3), it’s usually regarded as the ensemble of states satisfying the distance constraints

\[
  h(\mathbf{x}) \geq 0. 
\]  

(2.11)

In a stricter manner, the function \( h \) becomes a control barrier function in the discrete-time domain if it satisfies the following relation,

\[
  \Delta h(\mathbf{x}_k, \mathbf{u}_k) \geq -\alpha_k h(\mathbf{x}_k), \quad 0 < \alpha_k \leq 1, 
\]  

(2.12)

where \( \Delta h(\mathbf{x}_k, \mathbf{u}_k) := h(\mathbf{x}_{k+1}) - h(\mathbf{x}_k) \). Satisfying constraint (2.12), we have \( h(\mathbf{x}_{k+1}) \geq (1-\alpha_k)h(\mathbf{x}_k) \), i.e., the lower bound of the control barrier function \( h(\mathbf{x}) \) decreases exponentially at time \( k \) with the rate \( 1 - \alpha_k \).

Besides the system safety, we are also interested in stabilizing the system with a feedback control law \( \mathbf{u} \) under a control Lyapunov function \( V \) in the discrete-time domain,

\[
  \Delta V(\mathbf{x}_k, \mathbf{u}_k) \leq -\gamma_k V(\mathbf{x}_k), \quad 0 < \gamma_k \leq 1, 
\]  

(2.13)

where \( \Delta V(\mathbf{x}_k, \mathbf{u}_k) := V(\mathbf{x}_{k+1}) - V(\mathbf{x}_k) \). Similarly as above, the upper bound of control Lyapunov function decreases exponentially at time \( k \) with the rate \( 1 - \gamma_k \).

The discrete-time control Lyapunov function and control barrier function can be unified into one optimization program, which achieves the control objective and guarantees system safety. This formulation was introduced in [2] and is presented as follows,

\[
\begin{align*}
\mathbf{u}_k^* &= \arg\min_{(\mathbf{u}_k, s) \in \mathbb{R}^{m+1}} \mathbf{u}_k^T H(\mathbf{x}) \mathbf{u}_k + \phi(s) \quad (2.14a) \\
\Delta V(\mathbf{x}_k, \mathbf{u}_k) + \gamma_k V(\mathbf{x}_k) &\leq s \quad (2.14b) \\
\Delta h(\mathbf{x}_k, \mathbf{u}_k) + \alpha_k h(\mathbf{x}_k) &\geq 0 \quad (2.14c) \\
\mathbf{u}_k &\in \mathcal{U}, \quad (2.14d)
\end{align*}
\]

where \( H(\mathbf{x}) \) is any positive definite matrix and \( s \geq 0 \) is a slack variable together with an additional cost term \( \phi(s) \geq 0 \) that allows the Lyapunov function to grow when the CLF and CBF constraints are conflicting. The safe set \( \mathcal{C} \) in (4.4) is invariant along the trajectories of the discrete-time system with controller (2.14) if \( h(\mathbf{x}_0) \geq 0 \) and \( 0 < \alpha_k \leq 1 \).

### 2.5 Chapter Summary

In this chapter, we provided a brief introduction about mathematical background of control Lyapunov and barrier functions for both continuous-time and discrete-time systems. We will discuss the thesis research in following chapters.
Part I

Optimization Feasibility and Safety
Chapter 3

Guaranteed Point-wise Feasibility with Input Constraints

3.1 Introduction

3.1.1 Motivation

Safety-critical optimal control and planning is one of the fundamental problems in robotics, e.g., robots need to be able to safely avoid obstacles while using minimal energy. In order to ensure the safety of robotic systems while achieving optimal performance, the tight coupling between potentially conflicting control objectives and safety criteria is usually formulated as an optimization problem. Recent work [9, 11] formulates this problem using control barrier functions as an optimization problem, where the safety criteria is formulated as constraints. Additionally, a robotic system usually has a constrained set for the admissible inputs due to physical limitations, which can be taken as additional constraints in the optimization problem [137, 2, 41]. However, the input constraint and control barrier function constraint might be in conflict in the optimization and make the optimization infeasible. In this chapter, we study this feasibility problem and illustrate a form of safety-critical control with control barrier functions which satisfies the input constraint and guarantees point-wise feasibility along the trajectory.

3.1.2 Related Work

CBFs have recently been introduced as a promising way to ensure set invariance by considering the system dynamics. Furthermore, a safety-critical control design for continuous-time systems was proposed by unifying a control Lyapunov function (CLF) and a control barrier function (CBF) through a quadratic program (CLF-CBF-QP) [11] [12]. This method could be

\[1\] The material of this chapter is from “Safety-critical control using optimal-decay control barrier function with guaranteed point-wise feasibility” published in 2021 American Control Conference (ACC) [226].
deployed as a real-time optimization-based controller with safety-critical constraints, shown in [9, 209]. The adaptive, robust, and stochastic cases of safety-critical control with CBF have been considered in [138, 217, 185]. CBFs have also been used for high relative degree safety constraints for nonlinear systems [133, 214]. Besides the continuous-time domain, the formulation of CBF was generalized into discrete-time systems in [2], and systems evolving on manifolds in [209]. Recently, CBF constraints were also applied in control problems using a data-driven approach [40, 184, 156, 116, 157] and optimal control design [224, 44].

However, the input constraint was not considered in the optimization in some of the previous work, such as [12], which means the optimized control input might not be executable due to the physical limitations of the system. Other work, such as [209, 217, 138, 137, 2, 41], did consider the input constraint, but the potential conflict between input constraint and CBF constraint was not addressed, potentially resulting in an unsolvable optimization problem. In [11], a valid CBF is specifically designed for adaptive cruise control scenario with explicit integration problem over the system dynamics under input constraint, which could ensure the feasibility of the optimization. However, the feasibility problem for general nonlinear systems remains an unsolved topic for the safety-critical optimal control.

3.1.3 Contribution

The contributions of this chapter are as follows.

- We present the reasons of potential infeasibility in the CBF-QP and CLF-CBF-QP.

- With analysis in both input-space and state-space, we reveal quantitatively and qualitatively that the infeasibility appears potentially due to a small decay rate of the control barrier function constraint.

- We propose an optimal-decay form of CBF-QP and CLF-CBF-QP where the decay rate of the control barrier function is optimized.

- We prove that our optimal-decay formulation is point-wise feasible for any state lying strictly inside the safe set. An adaptive cruise control example is used to numerically verify this.

3.2 Background

We consider a nonlinear affine system of the form

\[ \dot{x}(t) = f(x(t)) + g(x(t))u, \]

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^m \), with \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m} \) being locally Lipschitz. The system is subject to input constraints

\[ u(t) \in U_{adm}(x(t)), \forall t \geq 0, \]
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where $\mathcal{U}_{\text{adm}}(\mathbf{x}(t)) \subset \mathbb{R}^n$ denotes the set of admissible inputs, which could be state dependent.

We consider a set $\mathcal{C} \subset \mathbb{R}^n$ defined as the zero-superlevel set of a continuously differentiable function $h : \mathbb{R}^n \to \mathbb{R}$, yielding:

$$\mathcal{C} = \{ \mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) \geq 0 \},$$

$$\partial \mathcal{C} = \{ \mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) = 0 \},$$

$$\text{Int}(\mathcal{C}) = \{ \mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) > 0 \}. \quad (3.3)$$

Throughout this chapter, we refer to $\mathcal{C}$ as a safe set.

The definitions of control barrier functions and control Lyapunov functions are summarized as follow, see [12] for detailed explanations. The function $h$ becomes a control barrier function if $\frac{\partial h}{\partial \mathbf{x}} \neq 0$ for all $\mathbf{x} \in \partial \mathcal{C}$, and there exists an extended class $\mathcal{K}_\infty$ function $\alpha$ such that for the control system (3.1), $h$ satisfies

$$\exists \, \mathbf{u} \text{ s.t. } \dot{h}(\mathbf{x}, \mathbf{u}) \geq -\alpha(h(\mathbf{x})), \; \alpha \in \mathcal{K}_\infty. \quad (3.4)$$

Besides the system safety, we are also interested in stabilizing the system with a feedback control law $\mathbf{u}$ under a control Lyapunov function $V$ with a class $\mathcal{K}$ function $\gamma$, i.e.,

$$\exists \, \mathbf{u} \text{ s.t. } \dot{V}(\mathbf{x}, \mathbf{u}) \leq -\gamma(V(\mathbf{x})), \; \gamma \in \mathcal{K}. \quad (3.5)$$

Note that we can write down

$$\dot{h}(\mathbf{x}, \mathbf{u}) = L_f h(\mathbf{x}) + L_g h(\mathbf{x}) \mathbf{u}, \quad (3.6)$$

where $L_f h(\mathbf{x})$ and $L_g h(\mathbf{x})$ are Lie-derivatives of $h(\mathbf{x})$ along $f(\mathbf{x})$ and $g(\mathbf{x})$, respectively. We can also write down

$$\dot{V}(\mathbf{x}, \mathbf{u}) = L_f V(\mathbf{x}) + L_g V(\mathbf{x}) \mathbf{u}, \quad (3.7)$$

where $L_f V(\mathbf{x})$ and $L_g V(\mathbf{x})$ are Lie-derivatives of $V(\mathbf{x})$. The above construction of the CLF and CBF allows us to define safety-critical control for a nonlinear affine system (3.1).

Given a feedback controller $\mathbf{u} = k(\mathbf{x})$ for the control system (3.1), we wish to guarantee safety. We consider the following Quadratic Program (QP) based controller that finds the optimal $\mathbf{u}$ in the optimization as follows:

**CBF-QP:**

$$\mathbf{u}(\mathbf{x}) = \arg\min_{\mathbf{u} \in \mathbb{R}^m} \frac{1}{2} \| \mathbf{u} - k(\mathbf{x}) \|^2$$

subject to

$$L_f h(\mathbf{x}) + L_g h(\mathbf{x}) \mathbf{u} \geq -\alpha(h(\mathbf{x})), \quad (3.8b)$$

$$\mathbf{u} \in \mathcal{U}_{\text{adm}}(\mathbf{x}). \quad (3.8c)$$
When the input constraint (3.8c) is excluded, we have a single inequality constraint, thus the CBF-QP has a closed-form solution per the KKT conditions, and this method was used in [58, 13]. However, when the input constraint is considered, there might not exist any \( u \) satisfying both input constraint and CBF constraint simultaneously. This could lead to a potential infeasible optimization problem.

We could also use a QP based formulation of safety-critical control which unifies safety and stability. Concretely, we consider the following QP based controller:

\[
\text{CLF-CBF-QP:}
\]

\[
\begin{align*}
\text{u}(x) &= \arg\min_{(u, \delta) \in \mathbb{R}^{m+1}} \frac{1}{2} u^T H(x) u + p\delta^2 \tag{3.9a} \\
\text{s.t. } L_f V(x) + L_g V(x) u &\leq -\gamma(V(x)) + \delta, \tag{3.9b} \\
L_f h(x) + L_g h(x) u &\geq -\alpha(h(x)), \tag{3.9c} \\
u &\in U_{adm}(x). \tag{3.9d}
\end{align*}
\]

where \( H(x) \) is any positive definite matrix (point-wise in \( x \)), and we have a relaxation variable \( \delta \) on the CLF constraint (3.9b) with additional quadratic cost in (3.9a). When we exclude the input constraint (3.9d) out of the optimization, the solvability can be guaranteed since the CLF constraint is relaxed and the CBF constraint (3.9c) is the only hard constraint. This method was applied in [10, 61]. However, when the input constraint (3.9d) is also considered, we might again encounter an infeasible optimization problem.

### 3.3 Point-wise Feasibility in Input-Space

Having presented the background of safety-critical control, we will now show how to pick an appropriate \( \alpha \) in the CLF-CBF-QP/CBF-QP to guarantee point-wise feasibility from the perspective of input-space, \( i.e., \) how to guarantee feasibility of the optimization problem at a given state \( x(t) = x_t \).

For the state \( x_t \) at time \( t \), we define the feasible superlevel set \( U_{cbf}(x_t) \) as the region satisfying the CBF constraint in input-space, \( i.e., \)

\[
U_{cbf}(x_t) := \{ u \in \mathbb{R}^m : L_f h(x_t) + L_g h(x_t) u \geq -\alpha(h(x_t)) \}. \tag{3.10}
\]

Note that \( U_{cbf}(x_t) \) is a half-space in the input-space \( \mathbb{R}^m \) since the CBF constraint is affine in \( u \). The level set of the CBF constraint in input-space is defined as \( \partial U_{cbf}(x_t) \),

\[
\partial U_{cbf}(x_t) = \{ u \in \mathbb{R}^m : L_f h(x_t) + L_g h(x_t) u = -\alpha(h(x_t)) \}. \tag{3.11}
\]

Then the feasibility problem becomes whether the intersection between \( U_{cbf}(x_t) \) and \( U_{adm}(x_t) \) as defined in (3.2) is empty or not. If the intersection is not empty, the optimization in CBF-QP or CLF-CBF-QP is feasible at \( x_t \).
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In order to provide a quantitative way of explaining point-wise feasibility from the perspective of input-space, we suppose that the set of admissible inputs $U_{adm}(x_t)$ could be described as a convex polytope defined with $r$ vertices, presented in Figure 3.1, where each vertex is noted as $v_i(x_t) \in \mathbb{R}^m$ and $i \in \{1, 2, ..., r\}$. Then we have $U_{adm}(x_t)$ could be written as

$$U_{adm}(x_t) = \{ u \in \mathbb{R}^m : u = \sum_{i=1}^{r(x_t)} \lambda_i(x_t)v_i, \sum_{i=1}^{r(x_t)} \lambda_i(x_t) = 1, \lambda_i(x_t) \geq 0 \}.$$  \hspace{1cm} (3.12)

Then the necessary and sufficient condition of having the intersection between $U_{cbf}(x_t)$ defined in (3.10) and $U_{adm}(x_t)$ defined in (3.12) being not empty is that, at least one vertex of polytope $U_{adm}(x_t)$ lies inside or on the surface of the set $U_{cbf}(x_t)$, shown as follows,

$$U_{adm}(x_t) \cap U_{cbf}(x_t) \neq \emptyset \iff \exists i, v_i \in U_{cbf}(x_t).$$  \hspace{1cm} (3.13)

Hence, the set of candidate $\alpha$ functions in the CBF constraint (3.4), denoted as $K_{\alpha_{\text{fea}}}^\infty(x_t)$, that guarantees the feasibility of the optimization, becomes the union of the set of functions that guarantees any vertex in $U_{adm}(x_t)$ lies inside or on the surface of the set $U_{cbf}(x_t)$, which could be written as follows

$$K_{\alpha_{\text{fea}}}^\infty(x_t) = \bigcup_{i=1}^{r(x_t)} \{ \alpha \in K_\infty : \alpha(h(x_t)) \geq -L_f h(x_t) - L_g h(x_t)v_i \},$$

and it could be reformulated with a minimum operator

$$K_{\alpha_{\text{fea}}}^\infty(x_t) = \{ \alpha \in K_\infty : \alpha(h(x_t)) \geq \min_i (-L_f h(x_t) - L_g h(x_t)v_i) \}. \hspace{1cm} (3.14)$$

Therefore, given a function $\alpha$, the CBF-QP/CLF-CBF-QP in (3.8) and (3.9) are point-wise feasible if $\exists \alpha \in K_\infty$ s.t.,

$$\alpha(h(x_t)) \geq \min_i (-L_f h(x_t) - L_g h(x_t)v_i(x_t))$$
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is satisfied at state $x_t$.

Moreover, given a state $x_t$, from (3.14), we can see when

$$\min_i (-L_f h(x_t) - L_g h(x_t) v_i(x_t)) \leq 0.$$ (3.15)

We have $\mathcal{K}_{f_{ea}}(x_t) = \mathcal{K}_{\infty}$, i.e., we have the point-wise feasibility, for any $\alpha \in \mathcal{K}_{\infty}$. However, when (3.15) is not satisfied, $\mathcal{K}_{f_{ea}}(x_t)$ becomes a proper subset of $\mathcal{K}_{\infty}$ and the function $\alpha$ has a lower bound at state $x_t$ to guarantee the point-wise feasibility.

From above, we could pick an appropriate $\alpha$ function to guarantee point-wise feasibility at a given state $x_t$. Beside feasibility, we are also interested in whether the CBF constraint is activated during the optimization.

**Remark 3.1.** We have $\forall i, v_i(x_t) \in \mathcal{U}_{dbf}(x_t)$ when

$$\alpha(h(x_t)) \geq \max_i (-L_f h(x_t) - L_g h(x_t) v_i(x_t)),$$ (3.16)

which means $\mathcal{U}_{adm}(x_t) \subset \mathcal{U}_{dbf}(x_t)$, therefore in this case, the CBF constraint does not confine the input constraint during the optimization. This case is illustrated by the green $\mathcal{U}_{dbf}(x_t)$ in Figure 3.1. When (3.16) is not satisfied, we have the CBF constraint confine the input constraint, i.e., the intersection between $\mathcal{U}_{adm}(x_t)$ and $\mathcal{U}_{dbf}(x_t)$ becomes a proper set of $\mathcal{U}_{adm}(x_t)$, indicated by the blue $\mathcal{U}_{dbf}(x_t)$ in Figure 3.1. When the intersection is empty, illustrated by the red $\mathcal{U}_{dbf}(x_t)$ in Figure 3.1, the optimization problem is infeasible.

**Remark 3.2.** We say a constraint is active in the optimization when the optimal solution lies on the constraint line [27]. When the CBF constraint does not confine the input constraint, the CBF constraint becomes inactive during the optimization. However, when the CBF constraint confines the input constraint, it does not necessarily guarantee the CBF constraint activation, as the value of optimal solution also depends on the design of cost function in the optimization. Therefore, the choice of $\alpha$ function together with the design of cost function determine the activation of CBF constraint in the safety-critical optimal control, shown in Figure 3.1.

**Remark 3.3.** In this section, the admissible set is assumed as a bounded convex polytope. In fact, these discussions could be easily generalized for an unbounded convex set, as any unbounded set could be regarded as a limit of a sequence of bounded sets [19, Chap. 11]. Moreover, our proposed optimal-decay approach in this chapter that guarantees point-wise feasibility will only rely on the admissible set being convex while not strictly assuming it as a bounded convex polytope, see Theorem 3.1.

We have seen point-wise feasibility in input-space in this section. Next, we will look at point-wise feasibility in the state-space in Sec. 3.4. After that, we provide a formulation which allows us to guarantee the point-wise feasibility without parameter tuning in Sec. 3.5.
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3.4 Point-wise Feasibility in State-Space

The point-wise feasibility problem could also be understood through qualitative illustration in the state-space. Given a state $x_t$ at time $t$, we will define $\mathcal{R}(x_t, U_{adm}, \delta t)$ to represent the set of reachable states after infinitesimal time $\delta t$ while satisfying system dynamics (3.1) and input constraint $U_{adm}(x_t)$ starting from state $x(t) = x_t$, i.e.,

$$\mathcal{R}(x_t, U_{adm}, \delta t) = \{x(t + \delta t) \in \mathbb{R}^n : \forall \bar{t} \in [t, t + \delta], \dot{x}(\bar{t}) = f(x(\bar{t})) + g(x(\bar{t}))u(\bar{t}), u(\bar{t}) \in U_{adm}(x(\bar{t})), x(t) = x_t\}. \quad (3.17)$$

The evolution of the system dynamics also needs to be safe and thus satisfy the definition of control barrier function (3.4) during time segment $[t, t + \delta t]$, thus we have

$$h(x(t + \delta t)) \geq h(x(t)) - \int_t^{t+\delta t} \alpha(h(x(\bar{t})))d\bar{t}. \quad (3.18)$$

This allows us to define the superlevel set in state-space for $x(t + \delta t)$ satisfying the CBF constraints,

$$S_{cbf}(x_t, \delta t) = \{x \in \mathbb{R}^n : h(x) \geq h(x_t) - \int_t^{t+\delta t} \alpha(h(x(\bar{t})))d\bar{t}; x(t) = x_t\}. \quad (3.19)$$
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We also define
\[ S_{cbf}(x_t, 0) = \{ x \in \mathbb{R}^n : h(x) \geq h(x_t) \} , \]  
(3.20)
motivated by \( \int_{t}^{t+\delta t} \alpha(h(x(t))) dt = 0 \) when \( \delta t = 0 \). The set \( S_{cbf}(x_t, 0) \) corresponds to the set of all possible \( x \) for which \( h(x) \geq h(x_t) \).

Since the state \( x(t + \delta t) \) should satisfy the system dynamics and control barrier function constraint, the optimization problem is then point-wise feasible at state \( x_t \) when the intersection between \( R(x_t, U_{adm}, \delta t) \) and \( S_{cbf}(x_t, \delta t) \) is not empty. We are interested in whether the intersection between \( R(x_t, U_{adm}, \delta t) \) and \( S_{cbf}(x_t, \delta t) \) is empty or not under different circumstances. However, it is numerically complicated or even impossible to calculate \( R(x_t, U_{adm}, \delta t) \) for a general nonlinear affine system. Thus, we provide an intuition of understanding point-wise feasibility problem through geometry in state-space.

**Remark 3.4.** Notice that we always have \( S_{cbf}(x_t, 0) \subset S_{cbf}(x_t, \delta t) \) as \( \alpha \) is class \( K_{\infty} \) function and \( h(\cdot) \) is positive.

In practice, we usually define the safety set \( C \) in (3.3) corresponding to the free space outside the obstacle, illustrated in Figure 3.2 \[ \partial S_{cbf}(x_t, 0) \] and \( \partial S_{cbf}(x_t, \delta t) \) are illustrated with black solid and colorful dashed curves respectively, and \( S_{cbf}(x_t, \delta t) \) are illustrated as the regions on the top-right side of them. Since we always have \( S_{cbf}(x_t, 0) \subset S_{cbf}(x_t, \delta t) \), \( \partial S_{cbf}(x_t, \delta t) \) is always closer to the obstacle, lying on the bottom-left side of \( \partial S_{cbf}(x_t, 0) \) for any choice of \( \alpha \) function. We classify the point-wise feasibility problem into three scenarios as follows.

Moving away from obstacles: when \( R(x_t, U_{adm}, \delta t) \subset S_{cbf}(x_t, 0) \), i.e., the system is moving away from obstacles. The scenario is illustrated in Figure 3.2a. In this scenario, we have \( R(x_t, U_{adm}, \delta t) \subset S_{cbf}(x_t, 0) \subset S_{cbf}(x_t, \delta t) \). This means that for any class \( K_{\infty} \) function \( \alpha \), the optimization will always be point-wise feasible at state \( x_t \).

Moving around obstacles: when \( R(x_t, U_{adm}, \delta t) \) intersects with \( \partial S_{cbf}(x_t, 0) \), we have the reachable state-space lies partly on the top-right side of \( \partial S_{cbf}(x_t, 0) \), shown in Figure 3.2b. In this scenario, the optimization is always feasible for any class \( K_{\infty} \) function \( \alpha \), as \( R(x_t, U_{adm}, \delta t) \cap S_{cbf}(x_t, 0) \) is not empty and is always a subset of \( S_{cbf}(x_t, \delta t) \).

Moving close to obstacles: when \( R(x_t, U_{adm}, \delta t) \cap S_{cbf}(x_t, 0) = \emptyset \), this usually happens when the system is moving close to obstacles, shown in Figure 3.2c and 3.2d. In this scenario, when \( \alpha \) becomes too small (CBF level set in red), the intersection between \( R(x_t, U_{adm}, \delta t) \) and \( S_{cbf}(x_t, \delta t) \) is empty and the optimization problem becomes infeasible at state \( x_t \). This indicates that \( \alpha(h(x_t)) \) needs to be greater than a lower bound to make the optimization point-wise feasible at state \( x_t \).

**Remark 3.5.** When \( R(x_t, U_{adm}, \delta t) \subset S_{cbf}(x_t, \delta t) \), the CBF constraint does not confine the reachable set which means the CBF constraint is inactive in the optimization, shown with green level sets \( S_{cbf}(x_t, \delta t) \) in Figure 3.2. When the intersection between \( R(x_t, U_{adm}, \delta t) \) and \( S_{cbf}(x_t, \delta t) \) is non-empty and becomes as a proper subset of \( R(x_t, U_{adm}, \delta t) \) shown with blue level sets \( S_{cbf}(x_t, 0) \) in Figure 3.2, the CBF constraint does confine the reachable set. This
does not necessarily guarantee CBF constraint activation, as the constraint activation also depends on the design of cost function, which is similar to what we discussed in Remark 3.2. For the red level sets $S_{cbf}(x_t, 0)$ in Figure 3.2c and 3.2d, the optimization is infeasible.

3.5 Point-wise Feasible Formulation

3.5.1 Formulation and Point-wise Feasibility

In Sec. 3.3 and 3.4, we have seen that the optimization in safety-critical control might become point-wise infeasible at a given state $x_t$, if either $U_{cbf}(x_t) \cap U_{adm}(x_t) = \emptyset$ or $R(x_t, U_{adm}, \delta t) \cap S_{cbf}(x_t, \delta t) = \emptyset$ which means the convergence rate of control barrier function is less than a lower bound. In other words, when the decay rate of the lower bound of $h(x)$ is not large enough, we might encounter infeasibility in the optimization problem. To solve this problem, we could manually tune the form of $\alpha$ function to make the optimization feasible, however, this tuning process becomes relatively difficult when the system dynamics becomes complicated. This motivates us to introduce an optimal-decay form of CBF constraint to guarantee the point-wise feasibility for any $x$ with $h(x) > 0$.

With the same notation as CBF-QP in (3.8) and CLF-CBF-QP in (3.9), we introduce an optimal-decay form of CBF-QP and CLF-CBF-QP in this section. The optimal decay CBF-QP is formulated as follows

\[
\text{Optimal-decay CBF-QP:}
\]

\[
\begin{align*}
\mathbf{u}(x) &= \arg\min_{(u, \omega) \in \mathbb{R}^{m+1}} \frac{1}{2}||u - k(x)||^2 + p_\omega(\omega - \omega_0)^2 \\
\text{s.t. } &L_f h(x) + L_g h(x) u \geq -\omega \alpha(h(x)), \\
&u \in U_{adm}(x).
\end{align*}
\]  

(3.21a)

(3.21b)

(3.21c)

Compared with CBF-QP, we optimize the decay rate of the CBF constraint with a new variable $\omega$ in (3.21b) and add a quadratic cost in (3.21a). $p_\omega$ is a positive scalar and a scalar $\omega_0$ could usually be chosen to tune the performance of the controller. Similarly, we develop the optimal form of CLF-CBF-QP as follows

\[
\text{Optimal-decay CLF-CBF-QP:}
\]

\[
\begin{align*}
\mathbf{u}(x) &= \arg\min_{(u, \delta, \omega) \in \mathbb{R}^{m+2}} \frac{1}{2}u^T H(x) u + p\delta^2 + p_\omega(\omega - \omega_0)^2 \\
\text{s.t. } &L_f V(x) + L_g V(x) u \leq -\gamma(V(x)) + \delta, \\
&L_f h(x) + L_g h(x) u \geq -\omega \alpha(h(x)), \\
&u \in U_{adm}(x).
\end{align*}
\]  

(3.22a)

(3.22b)

(3.22c)

(3.22d)
We call (3.21) and (3.22) as optimal-decay form of CBF-QP and CLF-CBF-QP, since it actually optimizes the decay rate of lower bound of the control barrier function with variable $\omega$ in the optimization. The point-wise feasibility of optimization for any $x \in \text{Int}(C)$ in (3.21), (3.22) is illustrated with the following theorem.

**Theorem 3.1.** When $U_{adm}(x)$ is convex, the optimizations in optimal-decay CBF-QP and CLF-CBF-QP are point-wise feasible for any $x$ lying inside $C$, i.e., the optimizations are solvable with a unique solution for any $x$ when $h(x) > 0$.

**Proof.** For optimal-decay CBF-QP, since $\omega \in \mathbb{R}$ is a variable to optimize and $h(x) > 0$, $-\omega \alpha(h(x))$ could vary between $-\infty$ and $+\infty$ for any $x$. Then, for any $x$, there always exists a value $\omega$ such that the feasible region between (3.21b) and (3.21c) is non-empty. Moreover, we notice that the CBF constraints and input constraints are convex with respect to optimization variables $u$ and $\omega$. Hence, the feasible region in the optimal-decay CBF-QP is convex and not empty. Additionally, our cost function (3.21a) is a quadratic form and positive-definite, which is strictly convex. Therefore, the minimization in (3.21) is convex (convex cost and constraints) with non-empty feasible region, which is solvable and holds a unique solution [27, Chap. 5].

Compared to optimal-decay CBF-QP, the optimal-decay CLF-CBF-QP is nothing different except there is a CLF constraint in (3.22b), which is also convex with respect to optimization variables and is optimized with the relaxation variable $\delta$. Therefore, the optimization in optimal CLF-CBF-QP is also convex with a non-empty feasible region, which is feasible with an unique solution.

In fact, we could generalize the point-wise feasibility in Theorem 3.1 for any $x$ when $h(x) \neq 0$, as $\omega \alpha(h(x))$ could vary between $-\infty$ and $\infty$ when $h(x) \neq 0$ with $\omega \in \mathbb{R}$. However, this is not interesting since the system is already unsafe when $h(x) < 0$.

**Remark 3.6.** The optimization variable $\omega$ is not required to be positive. In fact, when the optimized value of $\omega$ is negative, this implies that the control barrier function is increasing with the optimized control input, corresponding to the safety with set invariance. In the scenario of $\omega$ as negative, the system is keeping further away from the obstacles.

### 3.5.2 Convergence of CBF constraint

The variable $\omega$ optimizes the convergence rate of the CBF constraint, with $\omega \alpha(.)$ still being a class $K_{\infty}$ function. Therefore, with optimal-decay CBF-QP and CLF-CBF-QP, we equivalently use a state-dependent rate for the convergence of the CBF constraint, since the optimized value of $\omega$ will be calculated differently at different state $x$.

Moreover, smaller $\omega_0$ and larger $p_\omega$ would make the control barrier function decay slower. This makes sense from a mathematical perspective, since the larger $\omega_0$ optimizes the nominal CBF constraint with larger decay rate. Similarly, for smaller $p_\omega$, we will have optimized value...
of \( \omega \) deviating more from the value \( \omega_0 \), which also brings a larger decay rate on the control barrier function.

### 3.5.3 Persistent Feasibility and Safety

Note that point-wise feasibility for all \( x \) with \( h(x) > 0 \) does not guarantee that our system is persistently feasible, i.e., the system might become unsafe even if the system is initialized at \( x(0) = x_0 \) with \( h(x_0) > 0 \). This is due to the fact that when we reach \( h(x) = 0 \), we can’t change \( \omega \) to make the optimization problem feasible while simultaneously enforcing the optimal-decay CBF constraint (3.22c) and the input constraint. This makes the control barrier function invalid with respect to the safe set defined in (3.3) due to the input constraint. In this case, the CBF-based control policy isn’t safe, i.e., it is not forward complete, see [12, Definition 1]. However, given any invariant set that is a subset of the safe set \( \mathcal{C} \), our optimal-decay CBF-QP/CLF-CBF-QP will be persistently feasible if the initial state lies inside this safe invariant set.

The maximum invariant set for an optimal-decay controller could be different with respect to hyperparameters, such as \( p_\omega \) and \( \omega_0 \), which will be illustrated in Sec. 3.6.4. Notice that solving an explicit representation of this control invariant set for a nonlinear system is usually intractable [151, 15, 164] and this exceeds the scope of this chapter. We will discuss the invariant safety and related performance in future work.

**Remark 3.7.** When \( p_\omega \) tends to \( +\infty \) in (3.21) and (3.22), then given a state \( x \), if the original CBF constraint is satisfied, i.e.,

\[
\exists u \in U_{adm}(x), \quad L_f h(x) + L_g h(x) u \geq -\alpha(h(x)),
\]

we will have the optimized value of \( \omega \) as \( \omega^*(x) = \omega_0 \). Specifically, when \( \omega_0 = 1 \), it will make the optimal-decay CBF-QP and CLF-CBF-QP as the original CBF-QP/CLF-CBF-QP. However, when the original CBF-QP and CLF-CBF-QP become infeasible, i.e.,

\[
\forall u \in U_{adm}(x), \quad L_f h(x) + L_g h(x) u < -\alpha(h(x)),
\]

our optimal-decay form is still feasible and the optimal value of \( \omega \) is as follows

\[
\omega^*(x) = \sup_{u \in U_{adm}} \frac{L_f h(x) + L_g h(x) u}{-\alpha(h(x))}.
\]

To sum up, when \( p_\omega = +\infty \) and \( \omega_0 = 1 \), the optimal-decay CBF-QP and optimal-decay CLF-CBF-QP are equivalent to original CBF-QP and CLF-CBF-QP, if the original ones are already feasible. When the original constraint is infeasible, the optimization variable \( \omega \) makes the proposed one still feasible.
3.6 Case Study: Adaptive Cruise Control

Having presented our optimal-decay CBF-QP/CLF-CBF-QP formulation, we proceed to validate the proposed strategy using an adaptive cruise control (ACC) example, which has been commonly used to validate safety-critical control strategies [9, 214].

3.6.1 Simulation Setup

Consider a point-mass model of an ego vehicle moving along a straight line to follow a lead vehicle. The dynamics are given as follows

\[
\dot{x} = \begin{bmatrix} x_2 \\ \frac{1}{m} v_l - x_2 \end{bmatrix} + \begin{bmatrix} 0 \\ \frac{1}{m} \end{bmatrix} u,
\]  

(3.23)

where \((x_1, x_2)\) are the position and velocity \((x_2 = \dot{x}_1)\) of the ego vehicle, \(m\) is the mass of the vehicle, and \(x_3\) is the distance between the vehicle and the lead vehicle traveling at a
velocity of $v_l$. $F_r$ represents the aerodynamic drag and we use the empirical form given as below

$$F_r = f_0 + f_1 x_2 + f_2 x_2^2,$$  \hspace{1cm} (3.24)

where $f_0$, $f_1$, and $f_2$ are empirical constants.

A CLF-CBF-QP controller is designed to solve this ACC problem. In order to regulate speed, we pick a control Lyapunov function as follows

$$V = (x_2 - v_d)^2.$$  \hspace{1cm} (3.25)

A control barrier function is used to guarantee that the ego vehicle will not collide with the leading vehicle. We consider a control barrier function as

$$h = x_3 - 1.8 x_2,$$  \hspace{1cm} (3.26)

where the factor of 1.8 is a result of converting to SI units. Besides speed regulation and safe distance maintenance, we also consider input constraints as follows

$$c_d mg \leq u \leq c_a mg,$$  \hspace{1cm} (3.27)

where $c_a$ and $c_d$ are coefficients for maximum and minimum wheel forces.

Using the control Lyapunov function (3.25) and the control barrier function (3.26), we design an original CLF-CBF-QP controller and an optimal-decay CLF-CBF-QP controller with formulation in (3.9) and (3.22), respectively. The system is simulated with the two controllers with a frequency at 100Hz, and the values of parameters in the simulations are shown in Table 3.1. Notice that in the simulations, we consider $\alpha(.)$ and $\gamma(.)$ in (3.9) and (3.22) as linear functions with constant coefficients $\alpha$ and $\gamma$.

### 3.6.2 Point-wise Feasibility

To compare the performance between our optimal-decay CLF-CBF-QP and the original form, we simulate the system with different initial conditions and illustrate them together in Figure 3.3 where solid and dashed lines represent the results from our optimal-decay CLF-CBF-QP and the original form, respectively. For our optimal-decay form, we firstly pick the hyperparameters $\omega_0$ and $p_\omega$ as $1$ and $10^8$, which corresponds to the choice we discussed in Sec. 3.5.2.

Precisely, the ego vehicle is initialized at origin $x_1(0) = 0$ m, the initial distance between the ego car and the leading one is set as $x_3(0) = 100$ m and initial speed $x_2(0)$ ranges from 26 m/s to 32 m/s, shown in Figure 3.3b. We can see that CLF-CBF-QP with initial speed as 30 m/s and 32 m/s will become infeasible during the simulations. This infeasibility comes from the conflict between input constraint and original CBF constraint and we can see clearly that the CLF-CBF-QP fails with input saturation and our optimal-decay form handles the problem properly, shown in Figure 3.3c. The simulation with initial speed as 26 m/s and 28 m/s does not encounter any infeasible issues where the CLF-CBF-QP and our optimal-decay
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form shared the same control performance. Moreover, we notice $\omega$ becomes not equal to one only when there is a conflict between the input constraint and the original CBF constraint, shown in Figure 3.3d. The evolution of control barrier function for two controllers are shown in Figure 3.3a. To sum up, the optimal-decay CLF-CBF-QP is equivalent to the original one when $\omega_0 = 1$ if the original one is already feasible, while still being as a feasible problem even when the original CLF-CBF-QP is infeasible.

3.6.3 Convergence rate with hyperparameters

As we have stated in Sec. 3.5.3, the system might become unsafe if it is initialized outside its invariant set. To illustrate this property, we simulate the controller from an initial speed $x_2(0) = 32$ m/s and leading distance $x_3(0) = 100$ m with different values of hyperparameters $\omega_0$ and $p_\omega$. We keep the same Lyapunov function and control barrier function with the same parameters in Table 3.1 and the simulation results are shown in Figure 3.4. In Figure 3.4a, we can observe that smaller $\omega_0$ and larger $p_\omega$ would make the control barrier function decay slower, which verified exactly what was stated in Sec. 3.5.2.

3.6.4 Safety with hyperparameters

The simulations in Sec. 3.6.1 and 3.6.3 that we have seen are all safe with set invariance on $C$ defined in (3.3). However, for the same initial condition $x_2(0) = 32$ m/s, if we decrease $p_\omega$, the system could be unsafe after a while. Specifically, we show that when $\omega_0 = 1, p_\omega = 10^2$, our system actually becomes unsafe after around 4s. This happens since the initial condition no longer lies inside the invariant set for the optimal-decay CLF-CBF-QP with this configuration of hyperparameters, which was previously discussed in Sec. 3.5.3. It must be noted that while a formulation guarantees point-wise feasibility for $h(x) > 0$, this does not guarantee

Figure 3.4: Influence of hyperparameters and CBF decay rates on system safety performance.
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<table>
<thead>
<tr>
<th>System Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>1650 kg</td>
</tr>
<tr>
<td>$v_l$</td>
<td>16 m/s</td>
</tr>
<tr>
<td>$v_d$</td>
<td>30 m/s</td>
</tr>
<tr>
<td>$f_0$</td>
<td>0.1 N</td>
</tr>
<tr>
<td>$f_1$</td>
<td>5 Ns/m</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.25 Ns/m²</td>
</tr>
<tr>
<td>$c_d$</td>
<td>-0.25</td>
</tr>
<tr>
<td>$c_a$</td>
<td>0.25</td>
</tr>
<tr>
<td>$g$</td>
<td>9.81 m/s²</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controller Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>1.0</td>
</tr>
<tr>
<td>$p$</td>
<td>1.0</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 3.1: Simulation parameter values for adaptive cruise control.

persistent feasibility for $h(x) > 0$ in a sufficiently long-time trajectory. This is seen in Figure 3.4b, where point-wise feasibility for all states with $h(x) > 0$ still leads to the system unsafe after a while.

3.7 Chapter Summary

In this chapter, we have analyzed the point-wise feasibility problem of safety critical control from the perspective of input-space and state-space. Then, in order to deal with the conflict between CBF constraint and input constraint, we proposed an optimal-decay form for CBF-QP and CLF-CBF-QP to guarantee point-wise feasibility inside the safe set. We numerically verified this control design in an ACC example.

In next chapter, we will see that the feasibility problem not only exists for control barrier functions in the continuous-time domain but also in the discrete-time domain, especially in the formulation about model predictive control with control barrier functions.
Chapter 4

Model Predictive Control with Control Barrier Functions

4.1 Introduction

4.1.1 Motivation

Safety-critical optimal control and planning is one of the fundamental problems in robotic applications. In order to ensure the safety of robotic systems while achieving optimal performance, the tight coupling between potentially conflicting control objectives and safety criteria is considered in an optimization problem. Some recent work formulates this problem using control barrier functions, but only using current state information without prediction, see [9, 2], which yields a greedy control policy. Model predictive control can give a less greedy policy, as it takes future state information into account. However, the safety criteria in a predictive control framework is usually enforced as distance constraints defined under Euclidean norms, such as the distance between the robot and obstacles being larger than a safety margin. This distance constraint will not confine the optimization until the reachable set along the horizon intersects with the obstacles. In other words, the robot will not take actions to avoid the obstacles until it is close to them. One way to solve this problem is to use a larger horizon, but that will increase the computational complexity in the optimization.

We address this challenge above by directly unifying model predictive control with discrete-time control barrier functions together into one optimization problem. This results in a safety-critical model predictive control formulation, called MPC-CBF in this chapter. In this formulation, the CBF constraints could enforce the system to avoid obstacles even when the reachable set along the horizon is far away from the obstacles. We validate this control design using a 2D double integrator for obstacle avoidance, and also demonstrate that this method enables a racing car to safely compete with other cars in a racing competition, shown

\[ \text{Footnote 2: The material of this chapter is from “Safety-critical model predictive control with discrete-time control barrier function” published in 2021 American Control Conference (ACC).} \]
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(a) Snapshot of first overtake [whole track (left) vs. zoom-in (right)]

(b) Snapshot of second overtake [whole track (left) vs. zoom-in (right)]

Figure 4.1: Safety-critical model predictive control applied to competitive car racing.

4.1.2 Related Work

4.1.2.1 Model Predictive Control

MPC is widely used for robotic systems, such as robotic manipulation and locomotion, to achieve optimal performance while satisfying different constraints. One of the most important criteria to deploy robots for real-world tasks is safety. There is some existing work about model predictive control considering system safety. The safety criteria in the context of MPC is usually formulated as constraints in an optimization problem, such as obstacle constraints and actuation limits. One concrete scenario regarding safety criteria for robots is obstacle avoidance. The majority of literature focuses on collision avoidance using simplified models, and considers distance constraints with various Euclidean...
norms [190, 162, 227], which we call MPC-DC in this chapter. However, these obstacle avoidance constraints under Euclidean norms will not confine the robot’s movement unless the robot is relatively close to the obstacles. To make the robot take actions to avoid obstacles even far away from it, we usually need a larger horizon which increases the computational time in the optimization. This encourages us to formulate a new type of model predictive control, which can guarantee safety in the context of set invariance with CBF constraints confining the robot’s movement during the optimization. Recently in [70], model predictive control is introduced with control Lyapunov functions to ensure stability.

4.1.2.2 Control Barrier Functions

CBFs have recently been introduced as a promising way to ensure set invariance by considering the system dynamics and implying forward invariance of the safe set. Furthermore, a safety-critical control design for continuous-time systems was proposed by unifying a control Lyapunov function (CLF) and a control barrier function through a quadratic program (CLF-CBF-QP) [12]. This method could be deployed as a real-time optimization-based controller with safety-critical constraints, shown in [136, 9, 209]. Besides the continuous-time domain, the formulation of CBFs was generalized into discrete-time systems (DCLF-DCBF) in [2].

4.1.2.3 Model Predictive Control with Control Barrier Functions

There is some existing work that tries to combine the advantages of MPC and CBFs. Barrier functions have been used in MPC in [206], which converts constraints to cost but not related to safety-critical control. In [175], they use continuous-time CBFs as constraints inside a discrete-time MPC. MPC and CBFs are organized as a high-level planner and a low-level tracker in [159]. This method treats MPC and CBFs separately at different levels.

Inspired by the previous work of model predictive control and control barrier functions, DCLF-DCBF can be improved by taking future state prediction into account, yielding a better control policy. This motivates us to investigate the control design of predictive control under the constraints imposed by CBFs. In this chapter, we focus on the discrete-time formulation of control barrier functions applied to model predictive control, which encodes the safety obtained from discrete-time CBFs in MPC.

4.1.3 Contribution

The contributions of this chapter are as follows.

- We present a MPC-CBF control design for safety-critical tasks, where the safety-critical constraints are enforced by discrete-time control barrier functions.
We analyze the stability of our control design, and qualitatively discuss the feasibility in terms of set intersections between reachable sets of MPC and safe sets enforced by CBF constraints along the horizon.

Our proposed method is shown to outperform both MPC-DC and DCLF-DCBF. It enables prediction capability to DCLF-DCBF for performance improvement, and it also guarantees safety via discrete-time CBF constraints in the context of set invariance.

We verify the properties of our control design using a 2D double integrator for obstacle avoidance. Our algorithm is generally applicable and also validated in a more complex scenario, where MPC-CBF enables a car racing on a track while safely overtaking other cars.

4.2 Background

Our proposed safety-critical model predictive control design builds on model predictive control and control barrier functions. We now present necessary preliminaries.

4.2.1 Model Predictive Control

Consider the problem of regulating to the origin of a discrete-time control system described by,

\[ x_{t+1} = f(x_t, u_t), \]  

where \( x_t \in \mathcal{X} \subset \mathbb{R}^n \) represents the state of the system at time step \( t \in \mathbb{Z}^+ \), \( u_t \in \mathcal{U} \subset \mathbb{R}^m \) is the control input, and \( f \) is locally Lipschitz.

Assume that a full measurement or estimate of the state \( x_t \) is available at the current time step \( t \). Then a finite-time optimal control problem is solved at time step \( t \). When there are safety criteria, such as obstacle avoidance, the obstacles are usually formulated using distance constraints. The finite-time optimal control formulation is shown in (4.2).

\[
\begin{align*}
J^*_t(x_t) &= \min_{u_{t:t+N-1}} p(x_{t:N|t}) + \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t}) \\
\text{s.t.} \quad &x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), \ k = 0, \ldots, N-1 \\
&x_{t+k|t} \in \mathcal{X}, \ u_{t+k|t} \in \mathcal{U}, \ k = 0, \ldots, N-1 \\
&x_{t|t} = x_t, \\
&x_{t+N|t} \in \mathcal{X}_f, \\
&g(x_{t+k|t}) \geq 0, \ k = 0, \ldots, N-1.
\end{align*}
\]
Here $x_{t+k|t}$ denotes the state vector at time step $t+k$ predicted at time step $t$ obtained by starting from the current state $x_t$ (4.2d), and applying the input sequence $u_{t:t+N-1|t}$ to the system dynamics (4.2b). In (4.2a), the terms $q(x_{t+k|t}, u_{t+k|t})$ and $p(x_{t+N|t})$ are referred to as stage cost and terminal cost respectively, and $N$ is the time horizon. The state and input constraints are given by (4.2c), and distance constraints for safety criteria are represented by function $g$, in (4.2f), which could be defined under various Euclidean norms. The terminal constraint is enforced in (4.2e).

Let $u^*_{t:t+N-1|t} = \{u^*_{t|t}, ..., u^*_{t+N-1|t}\}$ be the optimal solution of (4.2) at time step $t$. The resulting optimized trajectory using $u^*_{t:t+N-1|t}$ is referred as an open-loop trajectory. Then, the first element of $u^*_{t:t+N-1|t}$ is applied to system (4.1). This feedback control law is given below,

$$u(t) = u^*_{t|t}(x_t).$$  (4.3)

The finite-time optimal control problem (4.2) is repeated at next time step $t+1$, based on the new estimated state $x_{t+1|t+1} = x_{t+1}$. It yields the model predictive control strategy. The resulting trajectory using (4.3) is referred as a closed-loop trajectory. More details can be referred to in [26].

### 4.2.2 Control Barrier Functions

We now present discrete-time control barrier functions that will be used together with model predictive control for our control design, which will be introduced in Sec. 4.3.

For safety-critical control, we consider a set $\mathcal{C}$ defined as the superlevel set of a continuously differentiable function $h : \mathcal{X} \subset \mathbb{R}^n \rightarrow \mathbb{R}$:

$$\mathcal{C} = \{ x \in \mathcal{X} \subset \mathbb{R}^n : h(x) \geq 0 \}.$$  (4.4)

Throughout this chapter, we refer to $\mathcal{C}$ as a safe set. The function $h$ is a control barrier function (CBF) if $\frac{\partial h}{\partial x} \neq 0$ for all $x \in \partial \mathcal{C}$ and there exists an extended class $\mathcal{K}_\infty$ function $\gamma$ such that for the control system (4.1), $h$ satisfies

$$\exists \ u \ s.t. \ h(x, u) \geq -\gamma(h(x)), \ \gamma \in \mathcal{K}_\infty.$$  (4.5)

This condition can be extended to the discrete-time domain which is shown as follows

$$\Delta h(x_k, u_k) \geq -\gamma h(x_k), \ 0 < \gamma \leq 1,$$  (4.6)

where $\Delta h(x_k, u_k) := h(x_{k+1}) - h(x_k)$. Satisfying constraint (4.6), we have $h(x_{k+1}) \geq (1-\gamma)h(x_k)$, i.e., the lower bound of control barrier function $h(x)$ decreases exponentially with the rate $1 - \gamma$.

**Remark 4.1.** Note that in (4.6), we defined $\gamma$ as a scalar instead of a $\mathcal{K}_\infty$ function as in (4.5). Generally, for the discrete-time domain, $\gamma$ could also be considered as a class $\mathcal{K}$ function that also satisfies $0 < \gamma(h(x)) \leq h(x)$ for any $h(x)$. However, we will continue to use the scalar form $\gamma$ in this chapter to simplify the notations for further discussions.
Besides the system safety, we are also interested in stabilizing the system with a feedback control law \( u \) under a control Lyapunov function \( V \), i.e.,

\[
\exists u \text{ s.t. } \dot{V}(x, u) \leq -\alpha(V(x)), \quad \alpha \in \mathcal{K}.
\] (4.7)

We can also generalize it to the discrete-time domain,

\[
\Delta V(x_k, u_k) \leq -\alpha V(x_k), \quad 0 < \alpha \leq 1,
\] (4.8)

where \( \Delta V(x_k, u_k) := V(x_{k+1}) - V(x_k) \). Similarly as above, the upper bound of control Lyapunov function decreases exponentially with the rate \( 1 - \alpha \).

The discrete-time control Lyapunov function and control barrier function can be unified into one optimization program (DCLF-DCBF), which achieves the control objective and guarantees system safety. This formulation was first introduced in [2] and is presented as follows

**DCLF-DCBF:**

\[
\begin{align*}
\mathbf{u}_k^* &= \arg\min_{(u_k, \delta) \in \mathbb{R}^{m+1}} \mathbf{u}_k^T H(x) \mathbf{u}_k + l \cdot \delta^2 \\
\Delta V(x_k, u_k) + \alpha V(x_k) &\leq \delta, \\
\Delta h(x_k, u_k) + \gamma h(x_k) &\geq 0, \\
\mathbf{u}_k &\in \mathcal{U},
\end{align*}
\] (4.9a-d)

where \( H(x) \) is a positive definite matrix, that is pointwise differentiable in \( x \). \( l \) is positive, and \( \delta \geq 0 \) is a slack variable that allows the control Lyapunov function to grow when the CLF and CBF constraints are conflicting. The safe set \( \mathcal{C} \) in (4.4) is invariant along the trajectories of the discrete-time system with controller (4.9) if \( h(x_0) \geq 0 \) and \( 0 < \gamma \leq 1 \).

### 4.3 Control Design

After presenting a background of model predictive control and control barrier functions, we formulate the safety-critical model predictive control logic in this section.

#### 4.3.1 Formulation

Consider the problem of regulating to a target state for the discrete-time system (4.1) while ensuring safety in the context of set invariance. The proposed control logic MPC-CBF solves the following constrained finite-time optimal control problem with horizon \( N \) at each time step \( t \),
MPC-CBF:

\[
J^*_t(x_t) = \min_{u_{t:t+N-1}} p(x_{t+N|t}) + \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t})
\]  
\hspace{2cm} (4.10a)

s.t. \( x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), \ k = 0, \ldots, N-1 \)  
\hspace{2cm} (4.10b)

\( x_{t+k|t} \in \mathcal{X}, u_{t+k|t} \in \mathcal{U}, k = 0, \ldots, N-1 \)  
\hspace{2cm} (4.10c)

\( x_{t+k|t} = x_t \)  
\hspace{2cm} (4.10d)

\( x_{t+N|t} \in \mathcal{X}_f \)  
\hspace{2cm} (4.10e)

\( \Delta h(x_{t+k|t}, u_{t+k|t}) \geq -\gamma h(x_{t+k|t}), k = 0, \ldots, N-1 \)  
\hspace{2cm} (4.10f)

where (4.10d) represents the initial condition constraint, (4.10b) describes the system dynamics, and (4.10c) shows the state/input constraints along the horizon. The terminal set constraint is imposed in (4.2e). The CBF constraints in (4.10f) are designed to guarantee the forward invariance of the safe set \( \mathcal{C} \) associated with the discrete-time control barrier function, where \( \Delta h \) is as introduced in (4.6). Here we have

\( \Delta h(x_{t+k|t}, u_{t+k|t}) = h(x_{t+k+1|t}) - h(x_{t+k|t}) \).

The optimal solution to (4.10) at time \( t \) is a sequence of inputs as

\( u^*_t = [u^*_t, \ldots, u^*_{t+N-1}] \).

Then, the first element of the optimizer vector is applied

\( u(t) = u^*_t(x_t) \).  
\hspace{2cm} (4.11)

This constrained finite-time optimal control problem (4.10) is repeated at time step \( t + 1 \), based on the new state \( x_{t+1|t+1} \), yielding a receding horizon control strategy: safety-critical model predictive control (MPC-CBF).

The dynamics constraint in (4.10b) could be linear if we have a linear system, and (4.10c) could also be linear if \( \mathcal{X} \) and \( \mathcal{U} \) are defined as polytopes in the state and input space, respectively. The discrete-time control barrier functions constraints in (4.10f) are generally non-convex unless the CBFs are linear. This makes the whole optimization in (4.10) generally become a nonlinear programming problem (NLP).

### 4.3.2 Stability

In DCLF-DCBF, control Lyapunov functions are introduced as optimization constraints (4.9b) with corresponding slack variable as additional term in the cost function (4.9a). This allows for the achievement of control objectives represented by CLFs and unifies the formulation under one optimization with CBFs. In our MPC-CBF control design, we have
the terminal cost $p(x_{t+N|t})$ in (4.10a) as a control Lyapunov function, which can be used to guarantee the stability of the closed-loop system by satisfying mild assumptions in the context of linear systems [26, Theorem 12.2]. In general, a rigorous proof of nonlinear MPC stability as well as MPC-CBF still remains an open challenge. More detailed analysis could be found in [6].

### 4.3.3 Feasibility

Recursive feasibility is generally not guaranteed for MPC-DC defined in (4.2) [26, 108] and other general NLP [27, Chap. 11]. In this chapter, we qualitatively analyze the feasibility problem of MPC-CBF based on set analysis. Since the optimization (4.10) could be a NLP, we are interested in finding under which circumstances this optimization becomes feasible, i.e., the feasible set under the constraints (4.10b)-(4.10f) is not empty.

Given the current state $x_t$ in (4.10d), the reachable set at horizon step $k$ is defined as a reachable region in the state space, satisfying system dynamics in (4.10b), input/state constraints in (4.10c) and initial condition in (4.10d). This reachable set $R_k$ is defined as follows for the horizon step $k$:

$$
R_k = \{ x_{t+k|t} \in \mathcal{X} : \forall i = 0, \ldots, k-1, x_{t+i+1|t} = f(x_{t+i|t}, u_{t+i|t}), x_{t+i|t} \in \mathcal{X}, u_{t+i|t} \in \mathcal{U}, x_{t|t} = x_t \}. \tag{4.12}
$$

We also define the set of state space satisfying the CBF constraints in (4.10f) and initial condition in (4.10d) as

$$
S_{cbf,k} = \{ x \in \mathcal{X} : h(x) - h(x_{t+k-1|t}) \geq -\gamma h(x_{t+k-1|t}) \}, \tag{4.13}
$$

Figure 4.2: Feasibility and reachability analysis of MPC-CBF.
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Figure 4.3: Constraint activation for MPC-CBF and MPC-DC

where $S_{\text{cbf},k}$ describes superlevel sets of $h$ satisfying the control barrier function constraints \( (4.10f) \) at each time step along the open-loop trajectory. $S_{\text{cbf},k}$ also depends on the value of optimal value $x_{t+k-1|t}$, which depends on the states and the inputs of previous nodes before the index $k - 1$.

We illustrate $R_k$ and $S_{\text{cbf},k}$ in the state space shown in Figure 4.2, given the initial condition $x_t$. Then, the feasibility of the optimization in \( (4.10) \) turns out to be whether the intersection between the feasible set at each horizon step, $R_k$, and the superlevel set of $h(x)$ satisfying the CBF constraints, $S_{\text{cbf},k}$, is nonempty for all $k = 1, ..., N$.

**Remark 4.2.** Note that $S_{\text{cbf},k}$ is not empty when $h$ is a valid control barrier function. Furthermore, $R_k$ is also guaranteed to be nonempty, if we choose $X$ as a control invariant set as discussed in [26, Theorem 11.2].

In order to better understand this problem, we illustrate the level sets of control barrier function constraints as

$$\partial S_{\text{cbf},k} = \{ x \in X : h(x) = (1 - \gamma)h(x_{t+k-1|t}) \},$$

with several choices of $\gamma$. The superlevel set $S_{\text{cbf},k}$ are the regions illustrated on the left hand side of these level sets, with an example where the robot approaches the obstacle from the left to the right, shown in Figure 4.2. We can see that, if $\gamma$ becomes relatively small, $S_{\text{cbf},k}$ will be smaller. In this case, the system tends to be safer as the decar-rate of CBF becomes smaller, but the intersection between $R_k$ and $S_{\text{cbf},k}$ might be infeasible if $\gamma$ becomes too small. When the $\gamma$ becomes larger, the region of $S_{\text{cbf},k}$ in the state space will be increased. This will make the optimization more likely to be feasible, however, the CBF constraints might not be active during the optimization, if $\gamma$ is too large. In this case, $R_k$ will become a proper subset of $S_{\text{cbf},k}$.

**Remark 4.3.** When $\gamma$ becomes relatively small, the MPC-CBF controller makes a smaller subset of the safe set $C$ in \( (4.4) \) invariant, and thus is more safer, but this might also make the optimization infeasible. A larger $\gamma$ will make the optimization more likely to be feasible,
but the CBF constraints might not be active during the optimization. We expect that \( \gamma \) is chosen appropriately, such that the intersection between these two sets will not be empty and becomes a proper subset of \( \mathcal{R}_k \). This leads to a tradeoff between safety and feasibility in terms of the choice of \( \gamma \). However, it still remains an open challenge for how to automatically choose the \( \gamma \).

Remark 4.4. Given \( x_t, X, U \), we could pick a value of \( \gamma \) to find a tradeoff between safety and feasibility. However, when the system evolves, this \( \gamma \) might no longer satisfy our safety demand or guarantee the optimization feasibility. Therefore, for a given fixed \( \gamma \), we generally only have pointwise feasibility and a persistently feasible formulation is still an open problem and is part of future work.

4.3.4 Relation of MPC-CBF with DCLF-DCBF

When \( N = 1 \), the formulation in \((4.10)\) could be simplified as an optimization over one step system input \( u_k^* \)

\[
\begin{align*}
\mathbf{u}_k^* &= \arg \min_{\mathbf{u}_k \in \mathbb{R}^m} p(f(x_k, \mathbf{u}_k)) + q(x_k, \mathbf{u}_k) \\
\Delta h(x_k, \mathbf{u}_k) + \gamma h(x_k) &\geq 0, \\
\mathbf{u}_k &\in U,
\end{align*}
\]

where \( p(f(x_k, \mathbf{u}_k)) \) and \( q(x_k, \mathbf{u}_k) \) are the terminal cost and stage cost which we have seen previously in \((4.10a)\). The optimization \((4.14)\) is similar to the DCLF-DCBF formulation \((4.9)\). The stage cost \( q(x_k, \mathbf{u}_k) \) minimizes the system input, similar as \( u_k^T H(x) u_k \) in \((4.9a)\). The terminal cost minimizes the control Lyapunov function \( p(f(x_k, \mathbf{u}_k)) \) in \((4.14a)\), instead of using CLF constraints as \((4.9b)\). As we no longer use the CLF constraint, we do not need a slack variable, such as \( \delta \) in \((4.9a)\), to guarantee the feasibility.

Remark 4.5. As the CLF constraints in \((4.9b)\) are transferred into the cost function in \((4.14)\) with \( N = 1 \), the formulation in \((4.14)\) becomes similar to DCLF-DCBF. To sum up, our MPC-CBF formulation operates in a similar manner of DCLF-DCBF with prediction \( N = 1 \).

4.3.5 Relation of MPC-CBF with MPC-DC

When \( \gamma \) approaches its upper bound of 1, the CBF constraints in \((4.10f)\) becomes,

\[
h(x_{t+k+1\mid t}) \geq 0.
\]

If \( g(x) \) in \((4.2f)\) and \( h(x) \) are the same, these CBF constraints are almost the same as distance constraints defined in \((4.2f)\) except for one horizon step difference. In other words, the CBF constraints are at the next predicted horizon step instead of the current horizon.
step. Moreover, the feasible set at each horizon step $k$ in MPC-DC formulation becomes $\mathcal{R}_k \cap \mathcal{C}$. While, as we have seen previously, the feasible set in MPC-CBF formulation at each horizon step $k$ is $\mathcal{R}_k \cap \mathcal{S}_{\text{cbf},k}$. Note that $\mathcal{S}_{\text{cbf},k}$ is a subset of $\mathcal{C}$. Therefore, the MPC-CBF formulation in (4.10) has a smaller safe set than MPC-DC.

In the case the reachable set $\mathcal{R}_k$ is a proper subset of the safe set $\mathcal{C}$, then the distance constraints in (4.2) are not active in the optimization (4.2), as shown in Figure 4.3a. In other words, the distance constraints will not be active in the optimization (4.2) until the reachable set along the horizon intersects with the unsafe regions, i.e., the reachable set intersects the obstacles as shown in Figure 4.3b. Using our MPC-CBF formulation, the CBF constraints in (4.10f) could always confine the reachable set $\mathcal{R}_k$ with an appropriate choice of $\gamma$ whenever the robot tends to approach the obstacles. In this case, even when the reachable set $\mathcal{R}_k$ is a proper subset of the safe set $\mathcal{C}$, the reachable set could still be constrained by its intersection with $\mathcal{S}_{\text{cbf},k}$, as shown in Figure 4.3a.

**Remark 4.6.** We discuss the constraint activation only in the cases when the robot is moving towards the obstacles, i.e., there exists a control input $u$ such that $h(f(x, u)) < h(x)$. When the robot is moving away from the obstacles, both distance constraints and CBF constraints are inactive, which is intuitive since the robot is always safe in this case.

**Remark 4.7.** Our MPC-CBF formulation is safer than MPC-DC in the context of smaller set invariance, where we can see that $\mathcal{R}_k \cap \mathcal{S}_{\text{cbf},k}$ is a proper subset of $\mathcal{R}_k \cap \mathcal{C}$, as shown in Figure 4.3.

**Remark 4.8.** In practice, we may need to use a smaller horizon for speeding up the optimization. To achieve a similar performance compared to the MPC-DC formulation in (4.2), we could apply smaller $\gamma$ in our MPC-CBF control design in (4.10) and use a smaller horizon. This could help us to reduce the complexity of the optimization for obstacle avoidance, as will be shown in Figure 4.4e.

### 4.4 Examples

Having presented the MPC-CBF control design, we now numerically validate it using a 2D double integrator for obstacle avoidance and analyze its properties. We also apply this controller to a competitive car racing problem. We use the solver IPOPT [196] in MPC-CBF/MPC-DC/DCLF-DCBF problems [22].

#### 4.4.1 2D Double Integrator for Obstacle Avoidance

Consider a linear discrete-time 2D double integrator

$$x_{k+1} = Ax_k + Bu_k,$$  \hspace{1cm} (4.15)
where the sampling time $\Delta t$ is set as 0.2s.

A MPC-CBF is designed as in (4.10) and (4.11) for 2D double integrator to avoid an obstacle, where the stage cost and and terminal cost are

$$q(x_k, u_k) = x_k' Q x_k + u_k' R u_k, \quad p(x_N) = x_N' P x_N,$$

where $Q = 10 \cdot I_4$, $R = I_2$ and $P = 100 \cdot I_4$. The system is subject to state constraint $\mathcal{X}$ and input constraints $\mathcal{U}$,

$$\mathcal{X} = \{ x_k \in \mathbb{R}^n : x_{\text{min}} \leq x_k \leq x_{\text{max}} \},$$
$$\mathcal{U} = \{ u_k \in \mathbb{R}^m : u_{\text{min}} \leq u_k \leq u_{\text{max}} \}.$$

The lower and upper bounds are

$$x_{\text{max}}, x_{\text{min}} = \pm 5 \cdot I_{4\times 1}, \quad u_{\text{max}}, u_{\text{min}} = \pm I_{2\times 1}.$$

For discrete-time control barrier function constraint (4.10f), we choose a quadratic barrier function for obstacle avoidance

$$h_k = (x_k(1) - x_{\text{obs}})^2 + (x_k(2) - y_{\text{obs}})^2 - r_{\text{obs}}^2,$$  

Figure 4.4: A 2D double integrator avoids an obstacle using different control designs.
where \( x_{\text{obs}}, y_{\text{obs}}, \) and \( r_{\text{obs}} \) describe x/y-coordinate and radius of the obstacle with \( x_{\text{obs}} = -2m, \) \( y_{\text{obs}} = -2.25m \) and \( r_{\text{obs}} = 1.5m \), shown as a red circle in Figure 4.4. The start and target positions are \((-5, -5)\) and \((0, 0)\), which are labelled as blue and red diamonds in Figure 4.4 respectively.

### 4.4.1.1 Comparison of MPC-CBF with DCLF-DCBF

In order to compare the performance between our proposed MPC-CBF and DCLF-DCBF, we develop a DCLF-DCBF controller for the same obstacle avoidance task, which is based on (4.9). For the design of DCLF-DCBF, we use \( R \) in (4.16) as \( H \) in (4.9) to ensure that we have the same penalty on inputs. The discrete-time CBF constraints of DCLF-DCBF are the same as the ones used in MPC-CBF. Since the terminal cost \( p \) in the model predictive control serves as a control Lyapunov function, we choose \( p \) in MPC-CBF example as the control Lyapunov function that is used to construct the discrete-time CLF constraints in (4.9). Based on these choices, it is fair to compare a DCLF-DCBF controller with a MPC-CBF controller.

The simulation result of MPC-CBF and DCLF-DCBF comparison is shown in Figure 4.4a, 4.4b and 4.4c. The trajectory is denoted in black line with small circles representing each step. The trajectory of DCLF-DCBF controller with \( \gamma = 0.4 \) is presented in Figure 4.4a, where the system does not start to avoid the obstacle until it is close to it. Figure 4.4b shows the trajectory for MPC-CBF controller with horizon \( N = 1 \) and \( \gamma = 0.4 \). This trajectory is similar to that of DCLF-DCBF controller. Based on our analysis in Sec. 4.3.4, the performances of DCLF-DCBF and MPC-CBF with \( N = 1 \) are almost the same, which is validated in this simulation. Figure 4.4c shows the trajectory of MPC-CBF controller with horizon \( N = 8 \) and \( \gamma = 0.4 \). We can see that this controller can drive the system to avoid the obstacle earlier than the DCLF-DCBF controller. Also, among these three controllers, it is the only one that can reach the goal position in the limited simulation time.

### 4.4.1.2 Comparison of MPC-CBF with MPC-DC

A MPC-DC controller is developed based on (4.2) using the same parameters as MPC-CBF presented before except for the discrete-time CBF constraint, which is replaced by a Euclidean norm distance constraint \( g \) shown in (4.2f). The function \( g \) has the same expression as \( h \), defined in (4.17). Figure 4.4d and 4.4e show the simulation result of the comparison between MPC-CBF and MPC-DC. In Figure 4.4d, MPC-CBF controllers with \( \gamma = 0.1, 0.2, 0.3, 1.0 \) are described in blue, orange, yellow and purple lines, respectively. The trajectory of MPC-DC controller is shown in black dashed line. As \( \gamma \) decreases, the system starts to avoid the obstacle earlier, which means a smaller safe set as analyzed in Sec. 4.3.3. While on the other hand the trajectory of MPC-DC is the closest to the obstacle. We also notice that the trajectories of MPC-DC and MPC-CBF with \( \gamma = 1 \) are almost the same, which validates our analysis in Sec. 4.3.3.
CHAPTER 4. MODEL PREDICTIVE CONTROL WITH CONTROL BARRIER FUNCTIONS

<table>
<thead>
<tr>
<th>controller</th>
<th>status</th>
<th>$N$</th>
<th>$\gamma$</th>
<th>mean/std (s)</th>
<th>min dist</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC-CBF</td>
<td>solved</td>
<td>5</td>
<td>0.1</td>
<td>0.028±0.012</td>
<td>1.483</td>
<td>7.620</td>
</tr>
<tr>
<td>MPC-CBF</td>
<td>solved</td>
<td>5</td>
<td>0.2</td>
<td>0.028±0.011</td>
<td>0.791</td>
<td>7.464</td>
</tr>
<tr>
<td>MPC-CBF</td>
<td>solved</td>
<td>5</td>
<td>0.3</td>
<td>0.028±0.011</td>
<td>0.441</td>
<td>8.314</td>
</tr>
<tr>
<td>MPC-CBF</td>
<td>solved</td>
<td>5</td>
<td>0.4</td>
<td>0.028±0.011</td>
<td>0.288</td>
<td>8.292</td>
</tr>
<tr>
<td>MPC-CBF</td>
<td>solved</td>
<td>5</td>
<td>0.5</td>
<td>0.028±0.010</td>
<td>0.110</td>
<td>8.813</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>controller</th>
<th>status</th>
<th>$N$</th>
<th>mean/std (s)</th>
<th>min dist</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC-DC</td>
<td>infeas.</td>
<td>5</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td>MPC-DC</td>
<td>solved</td>
<td>7</td>
<td>0.033±0.013</td>
<td>0.000</td>
<td>9.102</td>
</tr>
<tr>
<td>MPC-DC</td>
<td>solved</td>
<td>15</td>
<td>0.048±0.016</td>
<td>0.000</td>
<td>8.537</td>
</tr>
<tr>
<td>MPC-DC</td>
<td>solved</td>
<td>30</td>
<td>0.062±0.031</td>
<td>0.000</td>
<td>8.528</td>
</tr>
</tbody>
</table>

Table 4.1: MPC-DC and MPC-CBF benchmark in terms of prediction horizon, computational time, minimal distance with respect to obstacle and cost integral.

The trajectories of MPC-CBF controllers with $N = 5$ and different choices of $\gamma$ and MPC-DC controllers with different values of horizon $N$ are shown in Figure 4.4e. We notice that MPC-CBF controller with smaller $\gamma$ and MPC-DC with larger horizon $N$ can make the system avoid obstacles earlier. This verifies our analysis in Sec. 4.3.3, since smaller $\gamma$ in MPC-CBF and larger horizon $N$ in MPC-DC make the trajectory deviate from obstacles earlier. We also observe that even with an extremely large horizon $N$, e.g., $N = 30$, the system only has noticeable obstacle avoidance behavior when it is close to obstacles. In contrary, a relatively small $\gamma$ is able to make the system avoid obstacles even when far away from obstacles.

In Figure 4.4e, MPC-CBF with $N = 5$ and $\gamma = 0.25$ starts to turn to avoid the obstacle with a similar behavior as MPC-DC with $N = 7$. This property is discussed in Remark 4.8 Since discrete-time CBF enforces the invariance of safe set, it allows a smaller $N$ for MPC-CBF with a smaller $\gamma$ to achieve a comparable performance as MPC-DC with a larger $N$.

In Table 4.1, we benchmark the MPC-CBF and MPC-DC in terms of prediction horizon, computational time, minimal distance to the obstacle and cost integral $\sum_k u_k^T u_k \Delta t$ over the trajectory. We can observe that less prediction horizon of MPC-CBF leads to less computational time. MPC-DC always reaches to the boundary of the obstacle, however, MPC-CBF could automatically set a safety margin depending on different choices of $\gamma$. For this specific scenario, the cost integral over the trajectory of MPC-CBF is generally less than the one of MPC-DC.

### 4.4.2 Competitive Car Racing

We have evaluated the MPC-CBF design using a 2D double integrator and compared its performance with DCLF-DCBF and MPC-DC. We proceed to implement MPC-CBF in a
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more complex scenario: competitive car racing. In some previous car racing control work \[117, 193\], they only consider static obstacles on the track while we deal with dynamic obstacles such as other cars using MPC-CBF.

4.4.2.1 Vehicle Model

We use curvilinear coordinates to describe vehicle states of the ego and other cars in a racing competition. In this chapter, we use the nonlinear lateral vehicle dynamics model in [150, Ch. 2] for system dynamics

\[
\begin{align*}
x_{t+1} &= f(x_t, u_t), \\
x_t &= [v_{xt}, v_{yt}, \psi_t, e_{\phi t}, s_t, e_{\psi t}]^T, \\
u_t &= [a_t, \delta_t]^T,
\end{align*}
\]

where \(x_t\) and \(u_t\) represent the state and input of the vehicle at time step \(t\) and their definitions are as follow

\[
x_t = [v_{xt}, v_{yt}, \psi_t, e_{\phi t}, s_t, e_{\psi t}]^T, \\
u_t = [a_t, \delta_t]^T,
\]

where \(s_t\) represents the curvilinear distance travelled along the centerline of the track, \(e_{yt}\) and \(e_{\phi t}\) are the deviation distance and heading angle error between vehicle and path. \(v_{xt}\), \(v_{yt}\), \(\psi_t\) are the vehicle longitudinal velocity, lateral velocity and yaw rate in the curvilinear coordinates, respectively. A representation of the state in the curvilinear coordinate is shown in Figure 4.5. The inputs are longitudinal acceleration \(a_t\) and steering angle \(\delta_t\). In the car racing, we assume to have \(K\) racing cars competing with the ego car, and we use the superscript \(i\) to distinguish the \(i\)-th \((i = 1, 2, ..., K)\) competing vehicle from the ego one, shown in Figure 4.5.

We note that this kinematic model is highly nonlinear and this model cannot be applied to formulate system dynamics constraints in (4.10b). Instead, we follow the data-driven approach proposed in [160]. We firstly simulate the vehicle system to track the centerline by using a PID controller

\[
\begin{align*}
\delta_t &= -k_1 e_{yt} - k_2 e_{\psi t}, \\
a_t &= k_3 (v_d - v_{xt}),
\end{align*}
\]

where \(v_d\) could be any positive user-defined target speed. This PID controller allows the vehicle to track the centerline of the track with a target speed.

Then, the linearized time-invariant dynamics is shown as below

\[
x_{t+1} = Ax_t + Bu_t,
\]

where \(A\) and \(B\) are calculated with a regression-based approach [160] over the trajectory we simulated using a PID controller. This process allows us to approximate the highly nonlinear dynamics with the time-invariant linearized one in (4.20). The whole process is purely data-driven without a prior knowledge of the system parameters. This linearized dynamics (4.20) is used in CBF constraints (4.10b), which reduces the burden of the computational complexity for the numerical simulation.
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Figure 4.5: Representation of the ego and the leading car in the curvilinear coordinate frame.

4.4.2.2 Control Design

A MPC-CBF is developed for this competitive car racing example using (4.10). The stage cost function is designed as follows

\[ q(x_{t+k|t}, u_{t+k|t}) = (x_{t+k|t} - x_r)^T Q(x_{t+k|t} - x_r) + u_{t+k|t}^T R u_{t+k|t}, \]  

where \( x_r = (v_t, 0, 0, 0, 0, 0) \), \( Q = diag(10, 0, 0, 0, 0, 0) \) and \( R = diag(1, 1) \). This cost function allows the ego car to track the centerline with a target speed \( v_t \) while minimizing the tracking error from the centerline.

The motion of overtaking other racing cars is considered as CBF constraints in (4.10f). At time step \( t \), each CBF \( h_i^t \) represents the safety criterion between ego car at \( (s_t, e_{yt}) \) and \( i \)-th other racing car at \( (s_i^t, e_{yt}^i) \), described in the curvilinear coordinates, shown in Figure 4.5. We choose CBF in a quartic form as follows

\[ h_i^t = \frac{(s_t - s_i^t)^4}{(2l_1)^4} + \frac{(e_{yt} - e_{yt}^i)^4}{(2l_2)^4} - 1, \]  

where we assume all racing cars including ego car hold the shape of rectangle with a length as \( 2l_1 \) and width as \( 2l_2 \). Notice that we assume that we have perfect estimation about \( (s_t, e_{yt}) \) and \( (s_i^t, e_{yt}^i) \).

4.4.2.3 Simulation & Results

During the competition, we expect ego car to track the centerline with a target speed \( v_t = 0.6 \) m/s. MPC-CBF with a horizon \( N = 12 \) updates at 10 Hz. The system dynamics is simulated at 1000 Hz and the controller sampling time is 0.1 s. Our ego vehicle is simulated
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Figure 4.6: Speed profile during the car racing in one lap of the simulation.

with the nonlinear lateral vehicle dynamics model and we use the linearized dynamics along the centerline to formulate our control design. In the simulation, we deploy several racing cars to compete with the ego car. In order to better illustrate results, a snapshot of overtaking motion with a zoom-in view is shown in Figure 4.1. The ego car begins with an initial speed \( v_0 = 0.2 \) m/s at the origin of the centerline and two other racing cars start in front of the ego car. Two cars are simulated to move at \( 0.2 \) m/s while keeping a constant distance deviation \( e_y^i \) from the centerline, where \( e_y^1 = 0.1 \) m and \( e_y^2 = -0.1 \) m. Figure 4.1 demonstrates that the MPC-CBF allows ego car to safely race and overtake other cars in both left and right directions. Figure 4.6 shows the speed profile, where the dashed black line shows the desired speed. We can see that the ego car always tries to catch up to the target speed during the competitive car racing. In Figure 4.1, we observe two motions of overtaking front racing cars. Since two racing vehicles hold opposite distance deviations from the centerline, ego car overtakes them with right and left turns respectively.

4.5 Chapter Summary

In this chapter, a safety-critical model predictive control design is proposed in this chapter, where discrete-time control barrier function constraints are used in a receding horizon fashion to ensure safety. We present an analysis of its stability and feasibility, and describe its relation with MPC-DC and DCLF-DCBF. To verify our analysis, we use a 2D double integrator for obstacle avoidance, where we can see that MPC-CBF outperforms both MPC-DC and DCLF-DCBF. The proposed control logic is also applied to a more complex scenario: competitive car racing, where our ego car can race and safely overtake other racing cars.

In the next chapter, we will focus specifically on the feasibility problem in the formulation of model predictive control with control barrier functions.
Chapter 5

Feasibility Enhancement in Discrete-time Control Barrier Function

5.1 Introduction

5.1.1 Motivation

Safety-critical optimal control and planning is one of the fundamental problems in robotic applications. In order to ensure the safety of robotic systems while achieving optimal performance, tight coupling between potentially conflicting control objectives and safety criteria is considered in an optimization problem. Some researchers formulate this problem using control barrier functions under the continuous dynamics of the system \[9, 11\], where the optimal performance is achieved by the control Lyapunov functions and safety criteria is guaranteed through control barrier functions. Recently, this methodology is also introduced in the discrete-time domain and the optimal control problem can be formulated to calculate the current optimal input \[2\], or a sequence of ones in the fashion of model predictive control \[224\]. However, feasibility and safety are still the main challenges for these formulations using discrete-time control barrier functions. In this chapter, our proposed formulations focus on how to handle these problems and provides a detailed analysis comparing to existing methods using discrete-time control barrier functions.

5.1.2 Related Work

Designing controllers to ensure provable safety guarantees for autonomous systems is vital. One approach to provide safety guarantees in control is to draw inspirations from control

\[^3\text{The material of this chapter is from “Enhancing feasibility and safety of nonlinear model predictive control with discrete-time control barrier functions” published in 2021 60th IEEE Conference on Decision and Control (CDC) [223].}\]
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barrier functions [12]. The CBF-QP formulation [13] permits us to find the minimum perturbation for a given feedback controller to guarantee safety. Control Lyapunov functions (CLFs) [158] can be applied to stabilize the closed-loop dynamics of both linear and nonlinear dynamical systems [61]. Together with CBFs, the CLF-CBF-QP formulation [11] enables handling safety-critical constraints effectively in real-time. This approach is also generalized for high-order systems [133, 214]. Robust or adaptive optimal control are also applied with this technique [134, 90, 185, 122].

5.1.2.1 Optimal Control with Discrete-time CBFs

Besides the continuous-time domain, the formulations of CBFs are generalized into discrete-time systems. An optimization problem can be formulated to calculate the current optimal control input, proposed in the DCLF-DCBF formulation in [2]. A type of model predictive control is also recently introduced to enhance performance. The model predictive control with control Lyapunov functions (NMPC-DCLF) is proposed to ensure stability in [70], where discrete-time CLF constraints are considered under nonlinear model predictive control (NMPC). A control design (MPC-DCBF) for safety-critical tasks is firstly presented in [224], where the safety-critical constraints are enforced by discrete-time control barrier functions. This approach could also be applied to a multi-layer control framework [159, 69], where the safety-critical control with discrete-time CBF serves as a mid-level controller or planner.

5.1.2.2 Feasibility & Safety

Among the formulations in the discrete-time domain, optimal control with discrete-time CBFs also encounter feasibility issues. The feasibility issues arise due to the potential empty intersection between the reachable set and the safe region confined by CBF constraints at each time step. Moreover, with current approaches, there exists a tradeoff between safety performance and feasibility and they cannot be enhanced at the same time, as discussed in [224]. In other words, reducing the decay rate of CBF constraints increases the system safety, but comes at the possibility of infeasibility. A potential way to partly handle the feasibility issue is to adopt the CBF constraint only on the first time step as a one-step constraint, as presented in the formulation MPC-GCBF in [124]. This approach is shown to enhance the feasibility, however, we are still under the restriction between choosing feasibility and safety, as the intersection between the reachable set and the safe region at the first step could still potentially be empty. A soft constrained predictive safety filter with a terminal control barrier function is proposed in [195], which enhances the safety with respect to the model uncertainty. However, the tradeoff between feasibility and safety is unsolved.

Similarly, feasibility is challenging to be guaranteed in the continuous domain. Many existing approaches relax the CLF constraint to resolve the conflict between CLF and CBF constraints, as summarized in [12]. However, the QP-based problem could become infeasible as the CBF constraint might violate the input constraint even when we relax the CLF constraint. In [11], a valid CBF is specifically designed for the adaptive cruise control
scenario based on the system dynamics under input constraints, which could ensure the feasibility in the optimization. This approach solves the problem specifically for this system but not for general nonlinear systems. Recently in [226], the decay rates of CBF constraints are relaxed with optimization variables, which generally resolves the conflict between the CBF constraint and the input constraint and guarantees point-wise feasibility.

In this chapter, the proposed formulations draw inspiration from the decay-rate relaxing technique for the CBF constraint in the continuous-time domain, and will be shown to be able to enhance the feasibility and the safety at the same time. The proposed formulations are generalized for both one-step or multi-step constraints, and don’t specifically require only a one-step constraint to increase the feasibility as done with MPC-GCBF [124].

5.1.3 Contributions

The contributions of this chapter are as follows:

- We propose two control frameworks for guaranteeing stability and safety using nonlinear MPC (NMPC), where the safety criteria are considered as discrete-time CBF constraints, and stability criteria appear as CLFs formulated either as a terminal cost or discrete-time constraints.

- The decay rates of the discrete-time control barrier function constraints are relaxed in the optimization problem, which allow the proposed formulations to enhance the feasibility and the safety at the same time for both one-step and multi-step input optimization.

- The proposed formulations are shown theoretically to enhance the feasibility and safety performance compared with existing approaches, and also validated with numerical examples.

5.2 Background

Having introduced the problem, we next present background on CLFs and CBFs and revisit some existing optimal control formulations using discrete-time CLFs and CBFs.

5.2.1 CLFs and CBFs

In this chapter, we consider a discrete-time control system as follows,

\[ x_{t+1} = f(x_t, u_t), \]  

with \( x \in \mathcal{X} \) representing the system state with the control input \( u \) confined by admissible input set \( \mathcal{U} \). For safety-critical control, we consider a set \( \mathcal{C} \) defined as the superlevel set of a
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continuously differentiable function $h : \mathcal{X} \subset \mathbb{R}^n \to \mathbb{R}$,

\[
\mathcal{C} = \{\mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) \geq 0\}, \\
\partial \mathcal{C} = \{\mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) = 0\}, \\
\text{Int}(\mathcal{C}) = \{\mathbf{x} \in \mathbb{R}^n : h(\mathbf{x}) > 0\}.
\] (5.2)

Throughout this chapter, we refer to $\mathcal{C}$ as a safe set. The safe set can be regarded as the ensemble of states satisfying distance constraints

\[
h(\mathbf{x}) \geq 0.
\] (5.3)

In a stricter manner, the function $h$ becomes a control barrier function in the discrete-time domain if it satisfies the following relation,

\[
\Delta h(\mathbf{x}_k, u_k) \geq -\gamma_k h(\mathbf{x}_k), \quad 0 < \gamma_k \leq 1,
\] (5.4)

where $\Delta h(\mathbf{x}_k, u_k) := h(\mathbf{x}_{k+1}) - h(\mathbf{x}_k)$. Satisfying constraint (5.4), we have $h(\mathbf{x}_{k+1}) \geq (1 - \gamma_k)h(\mathbf{x}_k)$, i.e., the lower bound of control barrier function $h(\mathbf{x})$ decreases exponentially at time $k$ with the rate $1 - \gamma_k$.

Besides the system safety, we are also interested in stabilizing the system with a feedback control law $u$ under a control Lyapunov function $V$ in the discrete-time domain,

\[
\Delta V(\mathbf{x}_k, u_k) \leq -\alpha_k V(\mathbf{x}_k), \quad 0 < \alpha_k \leq 1,
\] (5.5)

where $\Delta V(\mathbf{x}_k, u_k) := V(\mathbf{x}_{k+1}) - V(\mathbf{x}_k)$. Similarly as above, the upper bound of control Lyapunov function decreases exponentially at time $k$ with the rate $1 - \alpha_k$.

5.2.2 Existing Approaches Revisited

In this section, we will revisit some existing optimal control formulations using discrete-time CLFs or CBFs.

5.2.2.1 DCLF-DCBF [2]

The discrete-time control Lyapunov function and control barrier function can be unified into one optimization program, which achieves the control objective and guarantees system safety. This formulation was introduced in [2] and is presented as follows,

DCLF-DCBF:

\[
\mathbf{u}_k^* = \arg\min_{(\mathbf{u}_k, s) \in \mathbb{R}^{m+1}} \mathbf{u}_k^T H(\mathbf{x}) \mathbf{u}_k + \phi(s) \\
\Delta V(\mathbf{x}_k, \mathbf{u}_k) + \alpha_k V(\mathbf{x}_k) \leq s \\
\Delta h(\mathbf{x}_k, \mathbf{u}_k) + \gamma_k h(\mathbf{x}_k) \geq 0 \\
\mathbf{u}_k \in \mathcal{U},
\] (5.6a-d)
where $H(x)$ is any positive definite matrix and $s \geq 0$ is a slack variable together with an additional cost term $\phi(s) \geq 0$ that allows the Lyapunov function to grow when the CLF and CBF constraints are conflicting. The safe set $C$ in (5.2) is invariant along the trajectories of the discrete-time system with controller (5.6) if $h(x_0) \geq 0$ and $0 < \gamma_k \leq 1$.

5.2.2.2 MPC-DCBF [224]

Inspired by the previous work of model predictive control and control barrier functions, DCLF-DCBF can be improved by taking future state prediction into account, yielding the form of MPC-DCBF firstly introduced in [224]:

MPC-DCBF:

\[
J^*_t(x_t) = \min_U p(x_{t+N|t}) + \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t})
\]

s.t. $x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), k = 0, \ldots, N-1$ \hspace{1cm} (5.7a)
\[
u_{t+k|t} \in U, \ x_{t+k|t} \in X, k = 0, \ldots, N-1
\]
\[
x_{t|t} = x_t
\]
\[
\Delta h(x_{t+k|t}, u_{t+k|t}) \geq -\gamma_k h(x_{t+k|t}), k = 0, \ldots, N-1
\]

Here, at each time $t$, the optimized cost-to-go function is denoted as $J^*_t(x_t)$ and $U = [u^T_{t|t}, \ldots, u^T_{t+N-1|t}]^T$. In the cost function, $p(x_{t+N|t})$ and $q(x_{t+k|t}, u_{t+k|t})$ represent terminal cost and stage cost at each time step. The constraint (5.7b) describes the system dynamics, (5.7c) shows the input constraints along the horizon and (5.7d) represents the initial condition constraint. The CBF constraints imposed in (5.7e) are designed to guarantee the forward invariance of the safe set $C$ associated with the discrete-time control barrier function. Here we have

\[
\Delta h(x_{t+k|t}, u_{t+k|t}) = h(x_{t+k+1|t}) - h(x_{t+k|t}).
\]

The optimal solution to (5.7) at time $t$ is a sequence of inputs as $U^* = [u^*_{t|t}, \ldots, u^*_{t+N-1|t}]^T$. Then, the first element of the optimizer vector is applied, i.e.,

\[
u_t = u^*_{t|t}(x_t).
\]

This constrained finite-time optimal control problem (5.7) is repeated at time step $t + 1$, based on the new state $x_{t+1|t+1}$, yielding a receding horizon control strategy. In [224], MPC-DCBF has been shown to have better exploration performance with predictive horizon, which can be beneficial in maneuvering through deadlock conditions. However, MPC-DCBF has a smaller region of feasibility than the DCLF-DCBF controller as more constraints are used to confine the optimal control input.
5.2.2.3 MPC-GCBF [124]

In the formulation (5.7), the CBF constraints are imposed on multi-steps along the horizon. This increases the computational complexity with a large horizon and the possibility of infeasibility also increases with more constraints. One way to suppress the computational complexity and enhance the feasibility is to apply a one-step CBF constraint, which is done by modifying the CBF constraint in (5.7e) as follows,

$$\Delta h(x_{t+1|t}, u_{t|t}) \geq -\gamma h(x_{t|t}).$$  (5.9)

This approach is firstly shown in the MPC-GCBF formulation in [124], and enhances the feasibility and reduces the computational time at the same time due to fewer constraints. This approach is also generalized with consideration over the high relative-degree constraint, where constraints in (5.7e) are modified as constraints posed on two nonadjacent steps,

$$h(x_{t+m|t}) \geq (1 - \gamma^m) h(x_{t|t}),$$  (5.10)

where $m$ represents the relative degree of the high-order safety constraint.

5.2.2.4 CLF-NMPC [70]

Beside the control barrier functions, the model predictive control is also unified with control Lyapunov functions, where stability constraints with CLFs are considered in the proposed CLF-NMPC formulation [70]. The CLF constraint can be imposed during one-step or multi-step,

$$\Delta V(x_{t+k|t}) \leq -\alpha_k V(x_{t+k|t}) + s_k,$$  (5.11)

where $s_k$ is the slack variable. The safety criteria is not considered in CLF-NMPC. For more details see [70].

5.3 CLFs and CBFs unified with NMPC

In this section, we are going to present two proposed formulations: NMPC-DCBF and NMPC-DCLF-DCBF unifying discrete-time CLFs and CBFs with NMPC.

5.3.1 Formulations

Firstly, we incorporate discrete-time CBF constraints of decay rates under a relaxing technique into a nonlinear model predictive control framework, denoted as NMPC-DCBF with the decision variables $U = [u_{t|t}^T, \ldots, u_{t+N-1|t}^T]^T$ and $\Omega = [\omega_1, \ldots, \omega_{M_{\text{CBF}}-1}]^T$. 
NMPC-DCBF:

\[
J_t^*(x_t) = \min_{U, \Omega} \beta V(x_{t+N|t}) + \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t}) + \psi(\omega_k) \tag{5.12a}
\]

s.t. \(x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), \ k=0, ..., N-1\) \(\tag{5.12b}\)

\(u_{t+k|t} \in U, \ x_{t+k|t} \in X, \ k = 0, ..., N-1\) \(\tag{5.12c}\)

\(x_{t|t} = x_t, \tag{5.12d}\)

\[h(x_{t+k+1|t}) \geq \omega_k (1 - \gamma_k) h(x_{t+k|t}), \ \omega_k \geq 0 \ k = 0, ..., M_{CBF} - 1 \tag{5.12e}\]

The system dynamics (5.12b), the input constraint (5.12c) and the initial condition (5.12d) are imposed on the optimization. The control Lyapunov function \(V(x_{t+N|t})\) is used as a terminal cost scaled up with the parameter \(\beta\), together with the cumulative stage cost along the horizon \(\sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t})\). The terminal cost as CLF adopts the fashion of work from the field of MPC, as noted in [152], where stability usually can be achieved without the need to specify a terminal state constraint if \(\beta\) is selected large enough.

Different from the formulation in (5.7), the decay rates of control barrier functions are relaxed from the fixed value \(1 - \gamma_k\) into optimization variables \(\omega_k (1 - \gamma_k)\) and an additional cost about the relaxing rate variables \(\psi(\omega_k) \geq 0\) is included in the optimization. This function \(\psi\) can be tuned for different performance. The slack variable \(\omega_k\) for relaxing is constrained by (5.12e) such that the following relation is guaranteed,

\[h(x_{t+k+1|t}) \geq \omega_k (1 - \gamma_k) h(x_{t+k|t}) \geq 0. \tag{5.13}\]

This results in the safety guarantee for the first \(M_{CBF}\) steps in the open-loop trajectory but not for the entire horizon \(N\). Here, one horizon length \(N\) is designed for dynamics constraint, input constraint and stage cost, and another horizon length \(M_{CBF} \leq N\) is applied for CBF constraints, which allows us to choose the appropriate value of \(M_{CBF}\) to reduce the computational complexity. We denote this formulation as NMPC-DCBF as the optimization is always nonlinear since the constraints (5.12e) are nonlinear even if system dynamics and the \(h(.)\) function are linear. Note that the constraints inside a MPC-DCBF could become linear if the system dynamics and the \(h(.)\) function are linear.

Remark 5.1. Here, we hypothesize that the existence of the closed-loop trajectory can still be guaranteed by iterations. Formal guarantee of this property requires analysis of recursive feasibility and reachability, which will be proved in the subsequent work.

Remark 5.2. NMPC-DCBF represents a generalized form of MPC-DCBF and MPC-GCBF with the relaxing technique of decay rates of safety constraints. When the slack variable \(\omega_k\) is fixed as 1, NMPC-DCBF becomes the same as MPC-DCBF when \(M_{CBF} = N\) and the same as MPC-GCBF when \(M_{CBF} = 1\).
Remark 5.3. The fixed decay rates for safety constraints existing in MPC-DCBF and MPC-GCBF are relaxed and become optimization variables in NMPC-DCBF, which increase the optimization feasibility.

Remark 5.4. MPC-GCBF reduces the computational complexity and increases feasibility by reducing multi-step constraints into one-step. However, one-step constraint might not confine the system sufficiently and the optimization problem may become infeasible after a while in the closed-trajectory, as shown in Figure 5.4b. Moreover, its set invariance for high-relative degree constraint relies on additional assumptions that

\[ h(x_{t+i|t}) > 0 \quad \text{for} \quad i = 0, 1, \ldots, m-1, \]

shown in [124, Theorem 2]. This could be invalid as it depends on the initial condition of the system. Additionally, identifying the high-relative degree of general complex dynamical systems could be difficult. In our proposed approach, we continue to use the multi-step constraints, which guarantee stronger set invariance with less assumptions. To apply NMPC-DCBF on a high-relative degree system, we just simply need \( M_{CBF} \geq m \), where \( m \) represents the relative-degree defined in (5.10).

Alternatively, the stability criteria with CLF could be posed as constraints instead of as a terminal cost, which leads to the formulation as follows,

\[
\text{NMPC-DCLF-DCBF:} \\
J^*_t(x_t) = \min_{u, s, \Omega} \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t}) + \psi(\omega_k) + \phi(s_k) \\
\text{s.t.} \quad x_{t+k|t} = f(x_{t+k|t}, u_{t+k|t}, k = 0, \ldots, N-1 \\
\quad u_{t+k|t} \in \mathcal{U}, \quad x_{t+k|t} \in \mathcal{X}, \quad k = 0, \ldots, N-1 \\
\quad x_{t|t} = x_t, \quad (5.14c) \\
\quad h(x_{t+k+1|t}) \geq \omega_k (1 - \gamma_k) h(x_{t+k|t}), \quad \omega_k \geq 0 \quad k = 0, \ldots, M_{CBF} - 1 \quad (5.14d) \\
\quad V(x_{t+k+1|t}) \leq (1 - \alpha_k) V(x_{t+k|t}) + s_k, \quad k = 0, \ldots, M_{CLF} - 1 \quad (5.14e)
\]

where \( M_{CLF} \) and \( M_{CBF} \) are the horizon length for CLF and CBF constraints respectively, which can be chosen to be less than the prediction horizon \( N \). The slack variables \( S = [s_1, \ldots, s_{M_{CLF}}]^T \) are introduced to avoid infeasibility between CLF and CBF constraints and additional term \( \phi(s_k) \geq 0 \) is added into the cost function to minimize those slack variables. This formulation is denoted as NMPC-DCLF-DCBF for later discussions.

Remark 5.5. NMPC-DCLF-DCBF represents a generalized form for DCLF-DCBF with horizon lengths for cost and constraints. When the horizon lengths for CLF and CBF constraints equal to one, i.e., \( M_{CLF} = M_{CBF} = 1 \), the NMPC-DCLF-DCBF becomes exactly as DCLF-DCBF except the decay rate of CBF constraint is relaxed. This relaxation is necessary as it enhance feasibility. Compared with NMPC-CLF in [70], NMPC-DCLF-DCBF represents an extended form by adding safety constraints.
Remark 5.6. On one hand, the proposed formulations [[5.12], [5.14]] have additional computational complexity generated due to the introduction of the optimization variables $\omega_k$. On the other hand, reducing the horizon length for constraints ($M_{CBF}$ and $M_{CLF}$) could reduce the computational complexity. The joint influence on computational complexity arising from the additional optimization variables and reduced constraint horizons for the optimization problem depends on the system dynamics and non-linearity of the control barrier functions. When the control barrier functions are nonlinear, the majority of non-linearity in the optimization comes from the CBF constraints, and therefore the reduction in complexity arising from the reduced constraint horizons would dominate the increase in complexity that arises from the introduction of additional optimization variables $\omega_k$.

5.4 Theoretical Analysis

In this section, we are going to illustrate theoretically the advantages about feasibility and safety of the proposed approaches. These advantages compared with the state-of-the-art are summarized in Table 5.1.

5.4.1 Theoretical Analysis of Feasibility

In this section, we are going to illustrate the enhancement of feasibility with reachability analysis by comparing MPC-DCBF and NMPC-DCBF.

For the MPC-DCBF formulation, the reachable set and safe region confined by the CBF constraint at each time are defined respectively as follows:

$$
\mathcal{R}^{\text{MPC-DCBF}}_k = \{x_{t+k|t} \in \mathbb{R}^n : \forall i = 0, ..., k - 1, x_{t+i+1|t} = f(x_{t+i|t}, u_{t+i|t}), u_{t+i|t} \in U, x_{t+k|t} \in \mathcal{X}, x_{t|t} = x_t\},
$$

$$
\mathcal{S}^{\text{MPC-DCBF}}_k = \{x_{t+k|t} \in \mathbb{R}^n : h(x_{t+k|t}) - h(x_{t+k-1|t}) \geq -\gamma_k h(x_{t+k-1|t})\}.
$$

The optimization of MPC-DCBF is feasible when the intersections between the reachable set $\mathcal{R}^{\text{MPC-DCBF}}_k$ and safe set $\mathcal{S}^{\text{MPC-DCBF}}_k$ at time $t + k$ are non-empty for all $k$. We denote the safe region at each time step as $\mathcal{S}^{\text{MPC-DCBF}}_k$, but notice that it also depends on the value of optimal value $x_{t+k-1|t}$, which depends on the states and the inputs of previous nodes before the index $k - 1$. $\mathcal{S}^{\text{MPC-DCBF}}_k$ could be rewritten as a function of reachable set at the one-step before,

$$
\mathcal{S}^{\text{MPC-DCBF}}_k = \{x_{t+k|t} \in \mathbb{R}^n : h(x_{t+k|t}) \geq (1 - \gamma_k) \inf_{x \in \mathcal{R}^{\text{MPC-DCBF}}_{k-1}} h(x)\},
$$

as (5.16) leads to the following equation being valid

$$
h(x_{t+k|t}) \geq (1 - \gamma_k)h(x_{t+k-1|t}),
$$
Table 5.1: Comparison among existing and proposed optimal control methods with respect to a variety of attributes.

<table>
<thead>
<tr>
<th>Existing &amp; Proposed Approaches</th>
<th>Optimization Structure</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>stability criteria</td>
<td></td>
</tr>
<tr>
<td></td>
<td>safety criteria</td>
<td></td>
</tr>
<tr>
<td></td>
<td>cost function</td>
<td></td>
</tr>
<tr>
<td></td>
<td>constraint(s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>feasibility</td>
<td></td>
</tr>
<tr>
<td></td>
<td>safety</td>
<td></td>
</tr>
<tr>
<td>DCLF-DCBF [2]</td>
<td>constraint</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>constraint</td>
<td>strong</td>
</tr>
<tr>
<td>MPC-DCLF [70]</td>
<td>constraints</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>MPC-DCBF [224]</td>
<td>cost</td>
<td>low</td>
</tr>
<tr>
<td></td>
<td>constraints</td>
<td>strong</td>
</tr>
<tr>
<td>MPC-GCBF [124]</td>
<td>cost</td>
<td>medium</td>
</tr>
<tr>
<td></td>
<td>constraint</td>
<td>weak</td>
</tr>
<tr>
<td>NMPC-DCBF (5.12)</td>
<td>cost</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>constraint(s)</td>
<td>strong</td>
</tr>
<tr>
<td>NMPC-DCLF-DCBF (5.14)</td>
<td>constraint(s)</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>constraint(s)</td>
<td>strong</td>
</tr>
</tbody>
</table>
with at least one value of $x_{t+k-1|t}$.

For the NMPC-DCBF formulation, the reachable set is the same as MPC-DCBF as they share the same initial condition, system dynamics and input constraints, i.e.,

$$\mathcal{R}_{k}^{\text{NMPC-DCBF}} = \mathcal{R}_{k}^{\text{MPC-DCBF}}.$$ 

The corresponding safe region at each step is as follows,

$$\mathcal{S}_{k}^{\text{NMPC-DCBF}} = \{x_{t+k|t} \in \mathbb{R}^n : \omega_k \geq 0, h(x_{t+k|t}) \geq \omega_k (1 - \gamma_k) \inf_{x_{k-1} \in \mathcal{R}_{k-1}^{\text{NMPC-DCBF}}} h(x)\}. \quad (5.18)$$

As $\omega_k$ is an optimization variable with constraint $\omega_k \geq 0$, this leads us to rewrite $\mathcal{S}_{k}^{\text{NMPC-DCBF}}$ as follows,

$$\mathcal{S}_{k}^{\text{NMPC-DCBF}} = \{x_{t+k|t} \in \mathbb{R}^n : h(x_{t+k|t}) \geq 0\} = \mathcal{C}. \quad (5.19)$$

We can see that any value of $\gamma_k$ for NMPC-DCBF won’t affect the feasibility, as $\mathcal{S}_{k}^{\text{NMPC-DCBF}}$ equals the safe set $\mathcal{C}$ defined in (5.2), which is independent of $\gamma_k$. Hence, we have $\mathcal{S}_{k}^{\text{MPC-DCBF}}$ in (5.17) always as a subset of $\mathcal{S}_{k}^{\text{NMPC-DCBF}}$ in (5.19), as

$$\mathcal{S}_{k}^{\text{MPC-DCBF}} \subset \mathcal{S}_{k}^{\text{NMPC-DCBF}} = \mathcal{C} \quad (5.20)$$

which results in showing that the feasible regions of decision variable $x_{t+k|t}$ is always larger when applying NMPC-DCBF approach compared to MPC-DCBF

$$\mathcal{R}_{k}^{\text{MPC-DCBF}} \cap \mathcal{S}_{k}^{\text{MPC-DCBF}} \subset \mathcal{R}_{k}^{\text{NMPC-DCBF}} \cap \mathcal{S}_{k}^{\text{NMPC-DCBF}}, \quad (5.21)$$

where feasibility region at step $k$ is the intersection between reachable set $\mathcal{R}_k$ and safe set $\mathcal{S}_k$ for both approaches. To sum up, as the relaxing technique for decay rates is applied in NMPC-DCBF and NMPC-DCLF-DCBF, we can state they outperform MPC-DCBF / MPC-GCBF / DCLF-DCBF from the perspective of feasibility.

**Remark 5.7.** In (5.19), we see that $\mathcal{S}_{k}^{\text{NMPC-DCBF}} = \mathcal{C}$, which is the same as the region enforced by the distance constraint (5.3). This reveals the NMPC-DCBF holds the same feasible region as MPC-DC [224]. Therefore, the feasible regions for NMPC-DCBF and NMPC-DCLF-DCBF are constant with respect to different hyperparameters $\gamma_k$, which will be shown in Figure 5.1, 5.2 and 5.3.

### 5.4.2 Theoretical Analysis of Safety

The system safety can be influenced by many factors, including the safety function, the cost function, and other hyperparameters, etc. In this section, we focus on the influence from the hyperparameter $\gamma_k$ and the additional cost function $\psi(\omega_k)$ for the slack variable $\omega_k$ of decay rate.
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By reducing $\gamma_k$ for MPC-DCBF / MPC-GCBF / DCLF-DCBF, the system safety will increase as the smaller $\gamma_k$ represents a slower decay rate of lower bound of control barrier function, see (5.4). However, from (5.17), we can see that reducing $\gamma_k$ for MPC-DCBF makes $S_{\text{MPC-DCBF}}^k$ smaller, which leads the optimization more likely to be infeasible along the trajectory as the intersection between the reachable set and the region constrained by safety constraint decreases. This leads to a tradeoff between feasibility and safety. This tradeoff also happens among DCLF-DCBF and MPC-GCBF with similar reasons and forces us to choose either feasibility or safety for performance. However, in the case of our proposed NMPC-DCBF, the region confined by safety constraint won’t be affected by changing the value of $\gamma_k$, as shown in (5.19). Hence, the intersection between the reachable set and the region constrained by safety constraint is independent of $\gamma$. This allows us to enhance the safety by reducing $\gamma_k$ while not harming feasibility, which resolves the tradeoff between feasibility and safety.

The design of the additional cost function $\psi(\omega_k)$ for the decay-rate slack variable $\omega_k$ could also affect the safety performance. For example, the function $\psi(\omega_k)$ can be in the form as follows,

$$\psi(\omega_k) = P_\omega (\omega_k - 1)^2$$

(5.22)

which keeps $\omega_k$ close to 1 and thus minimizes the deviation of the CBF constraint from the nominal decay rate of $1 - \gamma_k$. When the hyperparameter $P_\omega$ becomes larger, the optimized value of $\omega$ tends to be closer to 1, which implies the deviation from the nominal decay rate $1 - \gamma_k$ is smaller. Numerically, $\gamma_k$ tends to be optimized as value smaller than 1 to increase the safe region (5.19) confined by CBF constraint at each time step. When $\omega_k = 0$, the relaxed CBF constraint becomes equivalent to a simple distance constraint and MPC with distance constraints (MPC-DC [224]) needs longer horizon to generate an expected obstacle avoidance performance in a closed-loop trajectory. Therefore, it’s not recommended to set a relatively too small value for $P_\omega$, which would over-relax the CBF constraint, i.e., the optimized value of $\omega_k$ could be too small.

To sum up, by reducing $\gamma_k$ and utilizing an appropriate form of the additional cost function for decay-rate slack variable $\omega_k$, the proposed approach would outperform the existing formulations in term of safety while not harming feasibility performance.

5.5 Numerical Examples & Results

In this section, we are going to show numerical results to illustrate the advantages of our proposed formulations with respect to the existing approaches. Consider the discrete-time linear triple-integrator system,

$$x_{k+1} = Ax_k + Bu_k$$

(5.23)

where $x = [x, v, a]^T$ and $u = [j]^T$ represent position ($x$), velocity ($v$), acceleration ($a$) and jerk ($j$), respectively. The admissible input set is $\mathcal{U} = \{j \in \mathbb{R} : j_{\text{min}} \leq j \leq j_{\text{max}}\}$.

For numerical simulations in this section, we set the sampling time as $\Delta t = 0.1s$ together with input lower and upper bounds as $j_{\text{min, max}} = -1m/s^3, 1m/s^3$. All simulations run in
MATLAB and the optimal control is formulated with Yalmip \[120\] as modelling language and solved with IPOPT \[196\].

5.5.1 Numerical Results for Feasibility

Our proposed formulations along with existing ones is compared by solving the optimization problems at all sampling states in a closed space. Precisely, we iterate over sampling states in the closed space $\mathcal{X}$ as

$$\mathcal{X} = \{(x, v, a) \in \mathbb{R}^3 : x_{\text{min}} \leq x \leq x_{\text{max}}, v_{\text{min}} \leq v \leq v_{\text{max}}, a_{\text{min}} \leq a \leq a_{\text{max}}\}$$

and run these optimal controllers to see whether the optimization problems are feasible at a given state $x_t$. For simulation, we set $x_{\text{min, max}} = -2m, 0m$, $v_{\text{min, max}} = 0m/s, 2m/s$ and $a_{\text{min, max}} = 0m/s^2, 2m/s^2$. All the feasibility performance comparison is evaluated between approaches with the same horizon $N$ and same form of stage cost and terminal cost.

To compare the feasibility performance among MPC-DCBF, MPC-GCBF and NMPC-DCBF, we choose a high-order control barrier function

$$h(x) = -x,$$  \hspace{1cm} (5.24)
which enforces the system to stay on one side of the yz plane ($x \leq 0$). In Figs. 5.1, 5.2, results from NMPC-DCBF are compared with MPC-DCBF and MPC-GCBF for feasibility analysis. The comparisons are validated with different values of $\gamma_k = 0.05, 0.10, 0.15, 0.20$. For a reasonable comparison, the horizon length of CBF constraints is assumed as $M_{CBF} = 3$ for NMPC-DCBF to compare with MPC-GCBF, as the relative-degree of the CBF in (5.24) is 3 for a triple integrator system. The formulations of MPC-DCBF and MPC-GCBF are shown to enhance the feasibility with larger value of $\gamma$. MPC-GCBF does enhance the feasibility compared with MPC-DCBF as more states are feasible for MPC-GCBF with any value of $\gamma_k$. The feasibility of the proposed NMPC-DCBF is shown to consistently outperform MPC-DCBF and MPC-GCBF for any value of $\gamma_k$, where the feasible state region for MPC-DCBF or MPC-GCBF lies always inside the one for NMPC-DCBF. Additionally, the feasible state region of NMPC-DCBF is independent of the value of $\gamma_k$, shown in Figs. 5.1, 5.2, which verifies $\mathcal{S}_{k}^{NMPC-DCBF}$ is independent of $\gamma_k$ as shown in (5.19).

To compare the feasibility performance between DCLF-DCBF and NMPC-DCLF-DCBF, we choose a relative-degree one control barrier function

$$h(x) = x^2 + v^2 + a^2 - 1,$$  \hspace{1cm} (5.25)
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Figure 5.3: Feasibility comparison with CBF between DCLF-DCBF and NMPC-DCLF-DCBF with different values of decay rates.

Figure 5.4: Evolution of control barrier function in the closed-loop trajectory by using controllers MPC-DCBF, MPC-GCBF and NMPC-DCBF with various decay rates.
is shown in Figure 5.3 where NMPC-DCLF-DCBF outperforms DCLF-DCBF in terms of feasibility for any values of $\gamma_k$. Similar to what we have seen previously, DCLF-DCBF enhances the feasibility with larger $\gamma_k$, while the feasible state region for NMPC-DCLF-DCBF is independent of $\gamma_k$. Notice that the unsafe states, which are inside the sphere region defined by (5.25), are excluded from the state sampling test for feasibility. The zero-level surface of the control barrier function is colored in yellow in Figure 5.3.

We also remark that the number of safety constraints for NMPC-DCBF and NMPC-DCLF-DCBF are larger than the ones for MPC-GCBF and DCLF-DCBF, but the feasibility performance are enhanced in our proposed approach, which demonstrates the importance of decay-rate relaxing technique that are introduced in the two proposed formulations. To sum up, the proposed formulations outperform the state-of-the-art in terms of feasibility.

5.5.2 Safety

The safety performance between controllers are compared numerically in this section. Given the same initial condition $x_0 = [-2.0, 0.0, 1.0]^T$, we test each controller performance by using hyperparameters $\gamma_k = 0.05, 0.10, 0.15, 0.20$. The results for comparison among these approaches are shown in Figure 5.4. Among MPC-DCBF and NMPC-DCBF, it can seen that by reducing the value of $\gamma_k$, the value of CBF decreases slower, which implies a safer closed-loop trajectory. We notice that NMPC-DCBF is the only approach that maintains feasibility along the trajectory with $\gamma = 0.05$, while the other two approaches are infeasible right at the initial condition. Additionally, as illustrated in Figure 5.4b, MPC-GCBF becomes infeasible after around 5 seconds in a closed-loop trajectory starting from the initial condition. This arises from the fact that the one-step constraint doesn’t sufficiently confine the system for safety and leads the system into an infeasible state after a while. We also notice that the control barrier function for NMPC-DCBF with $\gamma_k = 0.20$ is larger than $\gamma_k = 0.15$ after $t = 8s$. This happens due to numerical errors as after $t = 8s$, the CBF $h(x)$ is very close to zero and its derivative becomes almost zero and the solver tends to optimize the additional cost for relaxing decay-rate variable instead of the stage and terminal cost. Together with feasibility analysis in Sec. 5.5.1, we have shown that by reducing $\gamma_k$, NMPC-DCBF could enhance the safety of the closed-loop trajectory while not adversely affecting feasibility, which resolves the tradeoff between feasibility and safety.

5.6 Chapter Summary

In this chapter, we have proposed formulations to unify control Lyapunov function and control barrier functions under the framework of nonlinear model predictive control. Compared with previous work, the decay-rate of the CBF constraints are relaxed and different horizon lengths are considered for the cost function and the constraints. The proposed formulations are shown both theoretically and numerically to outperform the state-of-the-art from the perspective of feasibility and safety.
The proposed formulations in this chapter largely reduces the possibility of infeasibility and will be used for control and trajectory generations in later parts, especially for Chapters 7, 9 and 10.
Part II

Obstacle Avoidance for Control and Trajectory Generation
Chapter 6

Polytopic Obstacle Avoidance for Continuous-time Control Systems

6.1 Introduction

Achieving safety-critical navigation for autonomous robots in an environment with obstacles is a vital problem in robotics research. Recently, control barrier functions (CBFs) together with quadratic program (QP) based optimizations have become a popular method to design safety-critical controllers. In this chapter, we propose a novel duality-based approach to formulate the obstacle avoidance problem between polytopes into QPs in the continuous domain using CBFs, which could then be deployed in real-time.

6.1.1 Related Work

6.1.1.1 Control Barrier Functions

One approach to provide safety guarantees for obstacle avoidance in control problems is to draw inspiration from control barrier functions. CBF-QPs [12] permit us to find the minimum deviation from a given feedback control input to guarantee safety. The method of CBFs can also be generalized for high-order systems [133, 214], discrete-time systems [2, 223, 7] and input-bounded systems [224, 3, 99, 28]. It must be noted that early work on nonovershooting control in [107] could also have been used to obtain results similar to control barrier functions. Specifically, CBFs are widely used for obstacle avoidance [222, 179, 83, 126, 74, 127] with a variety of applications for autonomous robots, including autonomous cars [38], aerial vehicles [210] and legged robots [81]. The shapes of robots and obstacles are usually approximated as points [38], paraboloids [52] or hyper-spheres [224], where the distance function can be calculated explicitly as an analytic expression from their geometric shapes.

The material of this chapter is from “Duality-based convex optimization for real-time obstacle avoidance between polytopes with control barrier functions” published in 2022 American Control Conference (ACC) [187]. This paper was led by Akshay Thirugnanam.
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Figure 6.1: Snapshots of solving the moving sofa (piano) problem where the controlled object can maneuver through a tight corridor whose width is smaller than the diagonal length of the controlled object.

...configuration. The distance functions for these shapes are differentiable and can be used as control barrier functions to construct a safety-critical optimal control problem.

However, these approximations usually over-estimate the dimensions of the robot and obstacles, e.g., a rectangle is approximated as the smallest circle that contains it. When a tight-fitting obstacle avoidance motion is expected, as shown in Figure 6.1, robots and obstacles are usually approximated as polytopes. While this makes maneuvers less conservative for obstacle avoidance, computing the distance between two polytopes requires additional effort [63]. Moreover, since this distance is not in an explicit form, it cannot be used directly as a CBF. Furthermore, the distance between polytopes is non-differentiable [1], which necessitates the use of nonsmooth control barrier functions (NCBFs) to guarantee safety [66], [65].

6.1.1.2 Obstacle Avoidance between Polytopes

We narrow our discussions about obstacle avoidance between polytopes into optimization-based approaches. In [110], obstacle avoidance between rectangle-shaped objects in an offline planning problem is studied, where collision avoidance is ensured by keeping all vertices of the controlled object outside the obstacle. Generally, when controlled objects are polyhedral, the collision avoidance constraints can be reformulated with integer variables [71]. This method applies well for linear systems using mixed-integer programming but cannot be deployed...
as real-time controllers for general nonlinear systems due to the complexity arising from integer variables. The obstacle avoidance problem between convex regions could also be solved by using sequential programming \cite{167}, where penalizing collisions with a hinge loss is considered through an offline optimization problem.

Recently, a duality-based approach \cite{227} was introduced to non-conservatively reformulate obstacle avoidance constraints as a set of smooth non-convex ones, which is validated on navigation problems in tight environments \cite{225,171,64,53}. This idea does optimize the computational time compared with other ideas, but nonlinear non-convex programming is still involved. Moreover, this approach can only be used for offline planning for nonlinear systems. This philosophy has been extended into discrete-time control barrier functions (DCBFs) to enforce obstacle avoidance constraints between polytopes in real-time \cite{188}. However, the resulting DCBF formulation is still non-convex with non-convex DCBF or nonlinear system dynamics, and the computation time of the DCBF formulation might not be sufficiently low enough to be real-time. On the other hand, a continuous-time formulation can result in a convex optimization formulation even for nonlinear systems, which leads to faster computation times. Thus, continuous-time obstacle avoidance between polytopes requires a computationally efficient implementation, such as CBF-QPs and proper analysis on the nonsmooth nature of distance between polytopes to guarantee safety. To summarize, real-time obstacle avoidance between polytopes with convex programming for general nonlinear systems is still a challenging problem.

6.1.2 Contributions

The contributions of this chapter are as follows:

- We propose a novel approach to reformulate a minimization problem for obstacle avoidance between polytopes for nonlinear affine systems into a duality-based quadratic program with CBFs.

- We establish the obstacle avoidance algorithm for the minimum distance between polytopes under a QP-based control law that guarantees safety, where the nonsmooth nature of the minimum distance between polytopes is resolved in the dual space. This formulation is used for real-time safety-critical obstacle avoidance.

- Our proposed algorithm demonstrates real-time obstacle avoidance at 50 Hz in the moving sofa (piano) problem \cite{80} with nonlinear dynamics, where an L-shaped controlled object can maneuver safely in a tight L-shaped corridor, whose width is less than the diagonal length of the controlled object.
6.2 Background

We consider \( N \) robots, with the \( i \)-th robot having states \( x^i \in \mathcal{X} \subset \mathbb{R}^n \) and nonlinear, control affine dynamics:

\[
\dot{x}^i(t) = f^i(x^i(t)) + g^i(x^i(t))u^i(t), \quad i \in [N],
\]

where, \( u^i(t) \in \mathcal{U} \subset \mathbb{R}^m, f^i : \mathcal{X} \to \mathbb{R}^n \) and \( g^i : \mathcal{X} \to \mathbb{R}^{n \times m} \) are continuous, and \( [N] = \{1, \ldots, N\} \). We assume \( \mathcal{X} \) to be a connected set and \( \mathcal{U} \) a convex, compact set. While the dimensions of the states and inputs for each system can be different, we assume them to be the same across the systems for simplicity. Throughout the chapter, superscripts of variables denote the robot index and subscripts denote the row index of vectors or matrices.

6.2.1 Closed-loop Trajectory for Discontinuous Inputs

Polytopes have non-differentiable surfaces, and the minimum distance between polytopes could be non-differentiable at these points of non-differentiability. Hence, enforcing safety constraints with the nonsmooth distance could result in the loss of continuity property of the feedback control. Since \( f^i \) and \( g^i \) might not be Lipschitz continuous and \( u^i(t) \) may be discontinuous, the solution of (6.1) need not be unique or even well-defined. In this case, to have a well-defined notion of a solution to (6.1), the dynamical system (6.1) is turned into a differential inclusion. Let \( u^i : \mathcal{X} \to \mathcal{U} \) be some measurable feedback control law. A valid solution for the closed loop trajectory is defined via the Filippov map \([65]\) as

\[
\dot{x}^i(t) \in F[f^i + g^i u^i](x^i(t)) := \text{co}\{ \lim_{k \to \infty} (f^i + g^i u^i)(x^i(k)) : x^i(k) \to x^i(t), x^i(k) \notin \mathcal{Q}_f, \mathcal{Q} \}
\]

(6.2)

where \( \text{co} \) stands for convex hull, \( x^i(k) \) denotes the \( k \)-th element of the sequence \( \{x^i(k)\} \), \( \mathcal{Q}_f \) is a system-dependent zero-measure set, and \( \mathcal{Q} \) is any zero-measure set. The resulting map \( F[f^i + g^i u^i] : \mathcal{X} \to 2^{\mathbb{R}^n} \) is a non-empty convex, compact, and upper semi-continuous set-valued map. Here \( 2^{\mathbb{R}^n} \) denotes the power set of \( \mathbb{R}^n \). For a set-valued map \( \Gamma : \mathcal{X} \to 2^{\mathbb{R}^n} \) to be upper semi-continuous at \( a \in \mathcal{X} \), we require, \( \forall \{a(m)\} \in \mathcal{X} \) and \( \{b(m)\} \) such that \( b(m) \in \Gamma(a(m)), \lim_{m \to \infty} a(m) = a \) and \( \lim_{m \to \infty} b(m) = b \Rightarrow b \in \Gamma(a) \). Then for all \( x^i_0 \in \mathcal{X} \), a Filippov solution exists for the differential inclusion (6.2) with \( x^i(0) = x^i_0 [45, \text{Prop. 3}] \). A Filippov solution on \( [0, t] \) is an absolutely continuous map \( x^i : [0, T] \to \mathcal{X} \) which satisfies (6.2) for almost all \( t \in [0, T] \). Throughout the chapter, the term “almost all” means for all but on a set of measure zero.

6.2.2 Minimum Distance between Polytopes

For robot \( i \), we define the polytope \( \mathcal{P}^i(x^i) \) as the \( l \)-dimensional physical domain associated to the robot at state \( x^i \in \mathcal{X} \) with

\[
\mathcal{P}^i(x^i) := \{ z \in \mathbb{R}^l : A^i(x^i)z \leq b^i(x^i) \},
\]

(6.3)
where $A^i : \mathcal{X} \rightarrow \mathbb{R}^{r_i \times l}$ and $b^i : \mathcal{X} \rightarrow \mathbb{R}^{r_i \times 1}$ represent the half spaces that define the geometry of robot $i$ at some state, shown in Figure 6.2. We assume that the following properties hold for $A^i$ and $b^i$:

- $\exists R, r > 0$ such that $\forall x \in \mathcal{X}, \exists c \in \mathbb{R}^l$ such that $B_r(c) \subset P^i(x^i) \subset B_R(c)$, where $B_r(c)$ represents the open ball with radius $r$ centered at $c$.

- $A^i, b^i$ are continuously differentiable, and $\forall x \in \mathcal{X}$, the set of inequalities $A^i(x)z \leq b^i(x)$ does not contain any redundant inequality.

- $\forall x \in \mathcal{X}$, the set of active constraints at any vertex of $P^i(x)$ are linearly independent.

The first assumption requires that the geometry of the robot $P^i(x)$ be uniformly bounded with a non-empty interior for all $x \in \mathcal{X}$. This assumption guarantees regularity conditions [20, Definition 2.3] are met for minimum distance computations, which in turn guarantee the essential conditions of continuity [20, Theorem 2.3] and differentiability [20, Theorem 2.4] of minimum distance. The last assumption requires that no more than $l$ half spaces intersect at any vertex. As an example, a square pyramid in 3D does not satisfy this criterion. Any polytope that does not satisfy this assumption can be tessellated into smaller polytopes, such as tetrahedra.

The square of the minimum distance between $P^i(x^i)$ and $P^j(x^j)$ is defined as $h_{ij}(x^i, x^j)$, where $h_{ij} : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ can be computed using the following QP:

$$h_{ij}(x^i, x^j) := \min_{\{z^i, z^j\}} \|z^i - z^j\|^2 \quad \text{s.t.} \quad A^i(x^i)z^i \leq b^i(x^i), \quad A^j(x^j)z^j \leq b^j(x^j), \quad z^i, z^j \in \mathbb{R}^l.$$ \hspace{1cm} (6.4)

Note that compared to the prior work on CBFs, the distance $h_{ij}$ is implicit and is a solution of a minimization problem. By the regularity and smoothness assumptions on the polytopes, $h_{ij}$ is locally Lipschitz continuous [103, Lemma 1]. Variables $z^i, z^j \in \mathbb{R}^l$ denote points inside the polytopes $P^i(x^i)$ and $P^j(x^j)$ respectively. Since the feasible sets of (6.4) are non-empty (by assumption), convex, and compact, the solution to the QP (6.4) always exists and is non-negative. When the robots intersect with each other the minimum distance is uniformly zero, and there is no measure of penetration between the polytopes.

### 6.2.3 Nonsmooth Control Barrier Functions

For obstacle avoidance, we want to design a controller such that the minimum distance between any pair of robots $i$ and $j$ should be strictly greater than 0. We define a safe set of states $S^{ij}$ as the zero-superlevel set of the minimum distance between robots $i$ and $j$, $h_{ij}$ [12],

$$S^{ij} := \{(x^i, x^j) : h_{ij}(x^i, x^j) > 0\}^c,$$ \hspace{1cm} (6.5)
where \((\cdot)^c\) denotes closure of a set. Note that since \(h^{ij}(x^i, x^j) = 0\) for intersecting robot geometries, we use closure to obtain the correct safe set. The closed-loop system is considered safe if \((x^i(t), x^j(t)) \in S^{ij} \forall t \in [0, T]\), where \(T\) is time till which the solution is defined.

Let \(u^i(x^i), u^j(x^j) \in U\) be feedback control laws that are measurable, with corresponding Filippov solutions \(x^i(t), x^j(t)\) for \(t \in [0, T]\). Since \(h^{ij}\) is locally Lipschitz and the state trajectories are absolutely continuous, \(h^{ij}(t) := h^{ij}(x^i(t), x^j(t))\) is an absolutely continuous function, and is thus differentiable at almost all \(t \in [0, T]\).

**Lemma 6.1.** \cite{66} Lemma 2/ Let \(\alpha : \mathbb{R} \to \mathbb{R}\) be a locally Lipschitz class-\(K\) function. If

\[
\dot{h}^{ij}(t) \geq -\alpha(h(t))
\]  

for almost all \(t \in [0, T]\) and \(h(0) > 0\), then \(h(t) > 0 \forall t \in [0, T]\), making the system safe.

In this case the absolutely continuous function \(h^{ij}(t)\) is called a Nonsmooth Control Barrier Function (NCBF), which is a generalization of Control Barrier Functions (CBFs) to nonsmooth functions. The constraint \((6.6)\) is called the NCBF constraint. In the following section we derive a safety-critical feedback control law that satisfies this property.

**Remark 6.1.** For simplicity of discussion, the later analysis will be illustrated for a pair of robots \(i\) and \(j\), and results will be generalized where necessary. Further, for simplicity of notation, we denote \(x := (x^i, x^j), h(x) := h^{ij}(x^i, x^j), S := S^{ij},\) and \(u := (u^i, u^j)\) for the pair of systems \(i\) and \(j\).

### 6.3 NCBFs for Polytopes

In this section, we will illustrate a general approach for imposing NCBF constraints for polytopes. In order to enforce the NCBF constraints, we need to be able to write \(\dot{h}(t)\) explicitly in terms of \(\dot{A}^i(t), \dot{A}^j(t), \dot{b}^i(t), \dot{b}^j(t)\), which in turn depend on \(u\). In the following sub-section, we attempt to construct an explicit formula for \(\dot{h}(t)\).

#### 6.3.1 Primal Approach

To explicitly compute \(\dot{h}(t)\), we first need to show that it exists. Let \(x(t), t \in [0, T]\) be the Filippov solution corresponding to a feedback control law \(u(x)\). Let \(O(t)\) be the set of all optimal solutions to \((6.4)\) at time \(t\). For any pair of optimal solutions \((z^{*i}(t), z^{*j}(t)) \in O(t)\), let \(s^*(t) := z^{*i}(t) - z^{*j}(t)\) be the separating vector. \(s^*(t)\) is fundamental for the distance formulation between polytopes since it is related to the minimum distance \(h^{ij}(t) = ||s^*(t)||_2^2\).

We will next prove that \(s^*(t)\) is unique, continuous, and right-differentiable.

**Lemma 6.2.** For all \(t \in [0, T]\), the separating vector \(s^*(t)\) is unique for all pairs of primal optimal solutions \((z^{*i}(t), z^{*j}(t))\).
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Lemma 6.3. The separating vector \(s^*(t)\) is continuous and right-differentiable for almost all \(t \in [0, T]\).

Proof. Let \(t\) be a time when the dimensions of the affine spaces and null space is constant for \(\tau \in [t, t + \epsilon]\). The separating vector \(s^*(\tau)\) is the unique vector from \(\text{Aff}^i(\tau)\) to \(\text{Aff}^j(\tau)\) that is perpendicular to both of them. These three constraints (that define \(s^*(\tau)\) and establish orthogonality of \(s^*(\tau)\) to \(\text{Aff}^i(\tau)\) and \(\text{Aff}^j(\tau)\)) can be written in the form of a system of linear equalities with the matrix right-differentiable at \(\tau = t\). By the assumption on constant dimensions of the above spaces (\(\text{Aff}^i(t), \text{Aff}^j(t)\), and their common orthogonal subspace), this matrix has constant rank for \(\tau \in [t, t + \epsilon]\). By Lemma 6.2, there is at least one solution to this system \(\forall \tau \in [t, t + \epsilon]\). A right-differentiable solution to \(s^*(\tau)\) can be found from this linear system using Gauss elimination. Since \(s^*(t)\) is unique by Lemma 6.2, \(s^*(t)\) must be right-differentiable, and thus continuous, at \(t\).

To impose the NCBF constraint we then compute \(\dot{h}(t) = \lim_{\delta \to 0^+} 1/\delta (h(t + \delta) - h(t))\) as:

\[
\dot{h}(t^+) = \frac{d}{d\tau} \|z^{*i}(\tau) - z^{*j}(\tau)\|_2^2 \bigg|_{\tau=t^+}.
\]  

(6.8)
Although, \( h(t) = \|s^*(t)\|^2 \) is right-differentiable for almost all times, the primal optimal solutions \( z^i(t), z^j(t) \) could be non-differentiable or even discontinuous. So, \( \dot{h}(t) \) cannot be written explicitly as a minimization problem from (6.8), since \( \dot{z}^i(t) \) and \( \dot{z}^j(t) \) need not be well-defined. This leads us to consider the dual formulation instead.

As a motivation, consider enforcing the collision avoidance constraint \( P^i \cap P^j = \emptyset \) explicitly. Constraining the distance between any two points in \( P^i \) and \( P^j \) to be greater than 0 is not sufficient, since they may not be the closest points. This is due to the fact that (6.4) is a minimization problem. However, constraining a plane to separate \( P^i \) and \( P^j \) is sufficient to guarantee \( P^i \cap P^j = \emptyset \) even if it is not the maximal separating plane. The dual formulation of (6.4) allows us to explicitly compute this separating plane constraint, which can be used in the NCBF constraint (6.4). The reason for using the dual formulation instead of the primal is further elaborated upon later in Remark 6.2.

### 6.3.2 Dual Formulation

The dual program of a minimization problem is a maximization problem in terms of the corresponding dual variables. For a quadratic optimization problem, as in (6.4), the dual program has the same optimal solution as that of (6.4). So, differentiating the dual program will give \( \dot{h}(t) \) as a maximization problem. Since any feasible solution to a maximization problem gives us a lower bound of the optimum, we use the dual problem of (6.4) to get a lower bound of \( \dot{h}(t) \). This enables us to express the NCBF constraint as a feasibility problem rather than an optimization problem.
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To obtain the dual program, we first transform the constrained optimization problem (6.4) to an unconstrained one by adding the constraints to the cost with weights $\lambda_i$ and $\lambda_j$, which are called the dual variables. The unconstrained problem is optimized in terms of $z^i$ and $z^j$ to obtain the Lagrangian function $L(\lambda^i, \lambda^j)$ as

$$L(\lambda^i, \lambda^j) = -\frac{1}{4} \lambda^i A^i(x^i) A^i(x^i)^T \lambda^i T - \lambda^i b^i(x^i) - \lambda^j b^j(x^j).$$  \hspace{1cm} (6.9)

The dual program is then defined as the maximization of the Lagrangian function.

Lemma 6.4. The dual program corresponding to (6.4) is:

$$h(x) = \max_{\lambda^i, \lambda^j} L(\lambda^i, \lambda^j)$$

$$s.t. \quad \lambda^i A^i(x^i) + \lambda^j A^j(x^j) = 0, \quad \lambda^i, \lambda^j \geq 0.$$ \hspace{1cm} (6.10)

Proof. The Lagrangian function for (6.4) is [27, Chap. 5]:

$$\Lambda(z^i, z^j, \lambda^i, \lambda^j) = \lambda^i (A^i(x^i) z^i - b^i(x^i)) + \lambda^j (A^j(x^j) z^j - b^j(x^j)) + \|z^i - z^j\|^2,$$ \hspace{1cm} (6.11)

where $\lambda^i \in \mathbb{R}^{1 \times r^i}$, $\lambda^j \in \mathbb{R}^{1 \times r^j}$ are the dual variables. The Lagrangian dual function can be written as:

$$L(\lambda^i, \lambda^j) = \inf_{z^i, z^j \in \mathbb{R}^l} \Lambda(z^i, z^j, \lambda^i, \lambda^j),$$ \hspace{1cm} (6.12)

and together with the Weak Duality Theorem [27, Chap. 5], we have,

$$L(\lambda^i, \lambda^j) \leq h(x), \quad \forall \lambda^i, \lambda^j \geq 0.$$ \hspace{1cm} (6.13)

As the constraints in (6.4) are affine in $z^i$ and $z^j$ at any given time, constraint qualification holds and the Strong Duality Theorem can be applied, resulting in

$$\max_{\lambda^i, \lambda^j \geq 0} L(\lambda^i, \lambda^j) = h(x).$$ \hspace{1cm} (6.14)

$L(\lambda^i, \lambda^j)$ can be explicitly computed. Let the minimizer for (6.12) be $z^i, z^j$. Then,

$$\frac{\partial \Lambda}{\partial z^i} = 0 \Rightarrow 2(z^i - z^j)^T + \lambda^i A^i(x^i) = 0,$$ \hspace{1cm} (6.15)

$$\frac{\partial \Lambda}{\partial z^j} = 0 \Rightarrow 2(z^j - z^i)^T + \lambda^j A^j(x^j) = 0.$$\hspace{1cm}

Hence, for the minimum of (6.12) to exist, from (6.15) the following must hold:

$$\lambda^i A^i(x^i) + \lambda^j A^j(x^j) = 0,$$ \hspace{1cm} (6.16)

$$\lambda^i A^i(x^i) = -2(z^i - z^j)^T.$$
Substituting the value of \((z^i - z^j)\) from (6.16) in (6.11) and using (6.12), we have

\[
L(\lambda^i, \lambda^j) = -\frac{1}{4} \lambda^i A^i(x^i)A^i(x^i)^T \lambda^i + \lambda^j b^j(x^j)
\]

(6.17)

The dual formulation (6.25) then follows from (6.16) and (6.17).

Since an optimal solution to (6.4) always exists, an optimal solution to (6.10) also always exists. Let \((z^{*i}(t), z^{*j}(t)) \in \mathcal{O}(t)\) and the active set of constraints at \(z^{*i}(t)\) be \(\text{Act}^i(z^{*i}(t), t)\). Linear independence constraint qualification (LICQ) is said to be held at \(z^{*i}(t)\) if \(A^i_{\text{Act}^i(z^{*i}(t), t)}\) is full rank [26, Definition 2.1]. By the linear independence assumption on \(\mathcal{P}^i(t)\), since the set of the active constraints at any vertex of \(\mathcal{P}^i(t)\) are linearly independent, \(A^i_{\text{Act}^i(z^{*i}(t), t)}\) is also full-rank for all \(z^{*i}(t)\) [26, Lemma 2.1]. Then, the primal problem (6.4) is considered non-degenerate and there exists a unique dual optimal solution for (6.10) [26, Lemma 2.2]. The dual optimal solution \((\lambda^{*i}(t), \lambda^{*j}(t))\) along with any primal optimal solution \((z^{*i}(t), z^{*j}(t))\) must then satisfy the KKT optimality conditions at \(t\):

\[
2\lambda^{*i}(t)A^i(t) = z^{*i}(t)^T - z^{*j}(t)^T = s^*(t)^T, \quad (6.18)
\]

\[
2\lambda^{*j}(t)A^j(t) = z^{*j}(t)^T - z^{*i}(t)^T = -s^*(t)^T,
\]

\[
\lambda^{*i}_k(t) = 0 \quad \text{for} \ k \notin \text{Act}^i(z^{*i}(t), t),
\]

\[
\lambda^{*j}_k(t) = 0 \quad \text{for} \ k \notin \text{Act}^j(z^{*j}(t), t).
\]

Then, by LICQ, \(A^i_{\text{Act}^i(t)}\) and \(A^j_{\text{Act}^j(t)}\) have full rank and the non-zero components of the dual optimal solutions at \(t\) can be written explicitly as:

\[
\lambda^{*i}(t) = s^*(t)^T A^i_{\text{Act}^i(t)^\dagger}, \quad \lambda^{*j}(t) = -s^*(t)^T A^j_{\text{Act}^j(t)^\dagger}, \quad (6.19)
\]

where \((\cdot)^\dagger\) is the generalized inverse. By assumption \(\text{Aff}^i(\tau)\) and \(\text{Aff}^j(\tau)\) have full rank for \(\tau \in [t, t + \epsilon)\) for almost all \(t \in [0, T]\), and thus \(\lambda^{*i}(t)\) and \(\lambda^{*j}(t)\) are right-differentiable at almost all \(t \in [0, T]\). Since \(\lambda^{*i}(t), \lambda^{*j}(t), A^i(t)\) and \(A^j(t)\) are right-differentiable, we can differentiate the constraints of (6.10). Finally, we can explicitly write a linear program, which is obtained by differentiating the cost and constraints of (6.10), to calculate \(\hat{h}(t)\) as:

**Lemma 6.5.** Let,

\[
g(t) = \max_{\{\lambda^i, \lambda^j\}} \dot{L}(t, \lambda^{*i}(t), \lambda^{*j}(t), \dot{\lambda}^i, \dot{\lambda}^j)
\]

s.t. \[
\dot{\lambda}^i A^i(t) + \lambda^{*i}(t) \dot{A}^i(t) + \dot{\lambda}^j A^j(t) + \lambda^{*j}(t) \dot{A}^j(t) = 0,
\]

\[
\dot{\lambda}_k^i \geq 0 \quad \text{if} \ \lambda^{*i}(t)_k = 0,
\]

\[
\dot{\lambda}_k^j \geq 0 \quad \text{if} \ \lambda^{*j}(t)_k = 0.
\]

(6.20)
where $\dot{L}(t, \lambda^i, \lambda^j, \dot{\lambda}^i, \dot{\lambda}^j)$ represents the time-derivative of Lagrangian function $L(\lambda^i, \lambda^j)$ and is as follows,

$$
\dot{L} = -\frac{1}{2} \lambda^i A^i(t) A^i(t)^T \dot{\lambda}^i T - \frac{1}{2} \lambda^i A^i(t) \dot{A}^i(t)^T \lambda^i T - \dot{\lambda}^i b^i(t) - \lambda^i \dot{b}^i(t) - \lambda^j \dot{b}^j(t).
$$

(6.21)

Then, for almost all $t \in [0, T]$, $\dot{h}^{ij}(t) = g(t)$.

Proof. Since $(\lambda_{si}(t), \lambda_{sj}(t))$ is the optimal solution to (6.10), its derivative $(\dot{\lambda}^i(t), \dot{\lambda}^{sj}(t))$ is a feasible solution to (6.20) for almost all $t \in [0, T]$. So, $\dot{h}^{ij}(t) = \frac{d}{dt} L(\lambda^i, \lambda^{sj}(t)) \leq g(t)$ for almost all $t \in [0, T]$. Let $(\dot{\lambda}^i, \dot{\lambda}^j)$ be a feasible solution to (6.20). We can integrate the constraints of (6.20) to find $(\lambda^i(\tau), \lambda^j(\tau)), \tau \in [t, t + \epsilon]$ which satisfy:

$$
(\lambda^i(t), \lambda^j(t)) = (\lambda_{si}(t), \lambda_{sj}(t))
$$

(6.22)

$$
(\dot{\lambda}^i(t), \dot{\lambda}^j(t)) = \text{dual feasible for (6.10)}
$$

So, $(\dot{\lambda}^i(\tau), \dot{\lambda}^j(\tau))$ are dual feasible and have cost less than $\dot{h}^{ij}(\tau)$, i.e. $L(\lambda(\tau), \lambda(\tau)) \leq \dot{h}^{ij}(\tau) \forall \tau \in [t, t + \epsilon]$ and $L(\lambda(t), \lambda(t)) = \dot{h}^{ij}(t)$. Differentiating the cost yields

$$
\dot{h}^{ij}(t) \geq \dot{L}(t, \lambda^i(t), \lambda^{sj}(t), \dot{\lambda}^i, \dot{\lambda}^j)
$$

for all feasible $(\dot{\lambda}^i, \dot{\lambda}^j)$, and thus $\dot{h}^{ij}(t) \geq g(t)$. So, $g(t) = \dot{h}^{ij}(t)$ for almost all $t \in [0, T]$. \qed

Based on the linear program in (6.20), we can conservatively implement the NCBF constraint by enforcing, for some $(\dot{\lambda}^i, \dot{\lambda}^j)$ feasible for (6.20),

$$
\dot{L}(t, \lambda^{si}(t), \lambda^{sj}(t), \dot{\lambda}^i, \dot{\lambda}^j) \geq -\alpha(h(t)).
$$

(6.23)

Lemma 6.5 then guarantees that

$$
\dot{h}(t) \geq \dot{L}(t, \lambda^{si}(t), \lambda^{sj}(t), \dot{\lambda}^i, \dot{\lambda}^j) \geq -\alpha(h(t))
$$

(6.24)

which is the required NCBF constraint.

Remark 6.2. Due to the direction of inequality required for the NCBF constraint, $\dot{h}(t)$ needs to be expressed as a maximization problem. This is the primary motivation for considering the dual problem, since writing $\dot{h}(t)$ using the primal problem results in a minimization problem (6.8).

We use (6.23) to motivate a feedback control law to guarantee safety of the system. The input $u$ implicitly affects $\dot{L}$ via the derivatives of the boundary matrices $A^i, A^j, b^i, b^j$. Note that $\dot{L}$ is affine in $\dot{\lambda}^i, \dot{\lambda}^j,$ and $u$. So, (6.23) is a linear constraint in $\dot{\lambda}^i, \dot{\lambda}^j,$ and $u$. So, $\forall x \in S$, (6.10) is used to compute $h(x), \lambda^{si}(x)$, and $\lambda^{sj}(x)$ and the optimal solution of the following quadratic program is used as the feedback control:
\[ u^*(x) = \arg\min_{\{u, \lambda^i, \lambda^j\}} \|u - u^\text{nom}(x)\|^2_Q \]  
\text{s.t.} \quad \dot{L}(t, \lambda^i(x), \lambda^j(x), \lambda^i, \lambda^j, u) \geq -\alpha(h(x) - \epsilon_1^2) \]  
\[ \dot{\lambda}^i A^i(x) + \lambda^i(x)(\mathcal{L}_{f^i} A^i(x) + \mathcal{L}_{g^i} A^i(x)u) \]  
\[ + \lambda^j(x)(\mathcal{L}_{f^j} A^j(x) + \mathcal{L}_{g^j} A^j(x)u) = -\dot{\lambda}^j A^j(x) \]  
\[ \dot{\lambda}^i_k \geq 0 \text{ if } \lambda^i(x)_k < \epsilon_2, \quad \dot{\lambda}^j_k \geq 0 \text{ if } \lambda^j(x)_k < \epsilon_2, \]  
\[ |\dot{\lambda}^i| \leq M, |\dot{\lambda}^j| \leq M, \]  
\[ u \in U, \]  
\[ (6.25) \]

where \( u^\text{nom}(x) \) is a non-safe nominal feedback control law, \( \mathcal{L}_{(\cdot)}(\cdot) \) represents the Lie derivative of \( (\cdot) \) along \( (\cdot) \), \( Q \succ 0 \) is the cost matrix, \( M \) is a large number, and \( \epsilon_1 \) and \( \epsilon_2 > 0 \) are small constants. \( u^\text{nom}(x) \) can be obtained by a control Lyapunov function or by any tracking controller. Note that (6.25) is a feedback law which does not assume existence of Filippov solutions, since it is only a function of \( x \) and not \( t \).

**Remark 6.3.** Since \( h(x) \) is quadratic in nature, its gradient (if it exists) can be zero at \( \partial S \), which can affect forward invariance of \( S \) [12, Remark 5]. For example, in 1D, let \( \dot{x} = u \) and \( h(x) = x^2 \). Then at \( x = 0 \), the NCBF constraint reduces to \( 0 \cdot u \geq 0 \), which is true \( \forall u \in U \). This would imply that the system remains safe irrespective of the input, which is not true. This problem can be solved by setting \( h(x) = x^2 - \epsilon_1^2 \), which would result in non-zero gradient at \( x = \epsilon_1 \). So, we consider an \( \epsilon_1 > 0 \) and the \( \epsilon_1^2 \)-level set of \( h \) as

\[ \Omega_{\epsilon_1^2} = \{ x : h(x) = \epsilon_1^2 \}, \]  
\[ (6.26) \]

We can then redefine \( h(x) \) as \( (h(x) - \epsilon_1^2) \). If the new \( h \) satisfies (6.6), then the \( \epsilon_1^2 \)-superlevel set is safe.

**Remark 6.4.** The constant \( \epsilon_2 \) is used to ensure upper semi-continuity of the feasible set of control inputs for (6.25). This is similar to the almost-active gradient method used to prove safety in [65, Theorem 3].

We now prove that (6.25) results in system safety.

**Theorem 6.1.** Let \( x(0) \in S \) and (6.25) be feasible \( \forall x \in S \) for some locally Lipschitz class-\( \mathcal{K} \) function \( \alpha \). Then, using the feedback control law (6.25), the system remains safe irrespective of the cost function.

**Proof.** Let the feasible set of control inputs for (6.25) be \( \mathcal{F}_{u}(x) \). The control input \( u^*(x) \) is feasible for (6.25), and hence satisfies (6.25b), which implies safety by (6.24). However, it shall be noted that since \( u^* \) need not be continuous, the Filippov operator (6.2) could
be required to obtain a valid closed loop trajectory. The control inputs obtained from the Filippov operation might not be feasible for (6.25), and we might lose the safety property.

The overview of the proof is as follows: We show that: (1) for any control law chosen from the feasible set of inputs $\mathcal{F}_u(x)$, the control input obtained after applying the Filippov operator is still feasible for (6.25), and (2) any control input feasible for (6.25) results in a safe trajectory.

Therefore, we first need to show that inputs obtained from the Filippov operator $F$ is feasible for (6.25). We can prove this by showing $F[\mathcal{F}_u](x) = \mathcal{F}_u(x)$.

6.3.2.1 $F[\mathcal{F}_u](x) = \mathcal{F}_u(x)$

Recall, from the definition of the Filippov operator (6.2), that the Filippov operator applied on a set-valued function makes it closed and convex point-wise and upper semi-continuous. To show that $F[\mathcal{F}_u](x) = \mathcal{F}_u(x)$, we can equivalently show that $\mathcal{F}_u$ is closed and convex point-wise, and upper semi-continuous, thus making it invariant to the Filippov operator.

By assumption, (6.25) is always feasible. So, $\mathcal{F}_u(x) \neq \emptyset \forall x \in \mathcal{S}$. Further, since $\mathcal{U}$ is convex and compact, $\mathcal{F}_u(x)$ is convex and compact point-wise $\forall x \in \mathcal{S}$. Finally, we need to show that $\mathcal{F}_u(x)$ is upper semi-continuous. Consider any sequences $\{x(p)\} \rightarrow x$ and $\{u(p)\} \rightarrow u$, where $u(p)$ are feasible for (6.25) at $x(p)$, i.e. $u(p) \in \mathcal{F}_u(x(p))$. To show that $\mathcal{F}_u$ is upper semi-continuous, we have to show that $u$ is feasible for (6.25) at $x$, i.e. $u \in \mathcal{F}_u(x)$. This is not trivial to show because the number of constraints in (6.25d) changes depending on $x$.

We now prove some general properties for optimization problems, using which we can conclude upper semi-continuity of $\mathcal{F}_u$. Consider an optimization problem $O$ of the form $\rho^*(\xi) = \max_v \{\rho(\xi, v) : v \in \Pi(\xi, v)\}$, where $\Pi(\xi, v) = \{v : \pi_k(\xi, v) \leq 0, k \in K(\xi)\}$, where $\rho$ is the continuous cost function, $\pi$ is a continuous vector function, $K$ is an index set, and the inequality is applied element-wise. Let $\Pi(\xi, v)$ be non-empty and uniformly bounded in $\xi$, and let $v^*(\xi)$ be an optimal solution at $\xi$. Note that the constraints enforced in the optimization can vary with $\xi$ since the index set $K$ depends on $\xi$. Here are the three properties as follows,

(a) If the index set is reduced, the optimal cost increases:

Define $\bar{\Pi}(\xi, v) = \{v : \pi_k(\xi, v) \leq 0, k \in K\}$, where $K \subseteq K(x) \forall \xi$. Define the corresponding optimization problem $\bar{O}$ as $\bar{\rho}^*(\xi) = \max_v \{\rho(\xi, v) : v \in \bar{\Pi}(\xi, v)\}$, with optimal solution $\bar{v}^*(\xi)$. Since $\Pi(\xi, v) \subseteq \bar{\Pi}(\xi, v)$, $\bar{\rho}^*(\xi) \geq \rho^*(\xi) \forall \xi$.

(b) Continuity property of optimal cost $\bar{\rho}^*$:

Consider a sequence $\{\xi(p)\} \rightarrow \xi$ and optimal solutions $\{\bar{v}^*(\xi(p))\} \rightarrow \bar{v}$. By continuity of $\pi$ and $\rho$, $\pi_K(\xi, \bar{v}) = \lim_{p \rightarrow \infty} \pi_K(\xi, \bar{v}^*(\xi(p))) \leq 0$, i.e. $\xi, \bar{v}$ is a feasible solution for $\bar{O}$, and $\bar{\rho}^*(\xi) \geq \rho(\xi, \bar{v}) = \lim_{p \rightarrow \infty} \rho(\xi(p), \bar{v}^*(\xi(p))) = \lim_{p \rightarrow \infty} \rho^*(\xi(p))$.

(c) Limit property of the index set, $K(\xi)$:
Let $K(\xi)$ be of the form $K(\xi) = \{ k : \eta_k(\xi) < \epsilon \}$, where $\eta$ is a continuous, non-negative vector function and $\epsilon > 0$. Consider a sequence $\{ \xi(p) \} \to \xi$. By continuity of $\eta$, $\exists P \in \mathbb{N}$ such that $\forall p \geq P$, and $\forall k \in K(\xi)$, $\eta_k(\xi(p)) < \epsilon$. Thus, $K(\xi) \subseteq K(\xi(p)) \forall p \geq P$.

We now use the above properties to show upper semi-continuity of $F_u$, which is the feasible set of inputs for (6.25). The variables $\xi$ and $u$ in the optimization problem $O$ correspond to the pair $(x, u)$ and $\lambda$ in (6.25) respectively. Define the index set as $K(y) = \{ (k^i, k^j) : \lambda_k^i(y) < \epsilon_2, \lambda_k^j(y) < \epsilon_2 \} \subseteq [r^i] \times [r^j]$ corresponding to (6.25d). Note that $\lambda^i$ and $\lambda^j$, corresponding to $\eta$, are continuous functions (Sec. 6.3.2).

Now consider the following optimization problem, denoted as $LP(x, y, u)$ relating $O$ to (6.25):

$$
g(x, y, u) = \max_{\{\lambda^i, \lambda^j\}} \tilde{L}(t, \lambda^i(x), \lambda^j(x), \dot{\lambda}^i, \dot{\lambda}^j, u) \tag{6.27a}
$$

s.t. \( \dot{\lambda}^i A^i(x) + \lambda^i(x) (L_f A^i(x) + L_g A^i(x) u) \)

$$+ \lambda^j(x) (L_f A^j(x) + L_g A^j(x) u) = - \dot{\lambda}^j A^j(x) \tag{6.27b}
$$

$$\dot{\lambda}_k^i \geq 0 \text{ if } k \in K^i(y), \tag{6.27c}
$$

$$\dot{\lambda}_k^j \geq 0 \text{ if } k \in K^j(y), \tag{6.27d}
$$

$$\|\dot{\lambda}\| \leq M, |\dot{\lambda}| \leq M. \tag{6.27d}
$$

Note that the cost (6.27a) of $LP(x, y, u)$ corresponds to the LHS of (6.25b), and the constraints (6.27b)-(6.27d) correspond to (6.25c)-(6.25e). The parameter $y$ in $LP(x, y, u)$ only affects the index set in (6.27c). Thus, $u$ if feasible at $x$ only if $g(x, x, u) \geq -\alpha(h(x) - \epsilon_1^2)$. Also, since $u_{(p)}$ is feasible at $x_{(p)}$, $g(x_{(p)}, x_{(p)}, u_{(p)}) \geq -\alpha(h(x_{(p)}) - \epsilon_1^2)$.

The optimization $LP(x, u)$ corresponds to the optimization problem $O$ as defined above. Note that by continuity of $A^i, A^j, b^i, b^j, \lambda^i$, and $\lambda^j$, the cost (6.27a) and constraint matrices (6.27b)-(6.27d) are continuous, similar to $O$. Moreover, the feasible set of (6.27) is non-empty (by the assumption in Theorem 6.1) and is uniformly bounded due to (6.27d). Thus, the optimization problem $LP(x, u)$ fits the framework of $O$.

By Property $[c] \exists P \in \mathbb{N}$ such that $K(x) \subseteq K(x_{(p)}) \forall p \geq P$. Truncate the sequences $\{x_{(p)}\}$ and $\{u_{(p)}\}$ before $P$. Define the optimization problem $LP(x_{(p)}, x, u_{(p)})$ corresponding to $O$. By Property $[a]$, $g(x_{(p)}, x, u_{(p)}) \geq g(x_{(p)}, x_{(p)}, u_{(p)}) \forall p$. Let the optimal solution to $LP(x_{(p)}, x_{(p)}, u_{(p)})$ be $\dot{\lambda}_{(p)}$. Since $\dot{\lambda}_{(p)}$ is uniformly bounded (by (6.27d)), by Bolzano-Weierstrass Theorem, there exists a sub-sequence $\dot{\lambda}_{(q)}$ such that it converges to $\dot{\lambda}$. We now restrict the analysis to the $q$ sequence. By Property $[b]$ for $O$, we have $g(x, x, u) \geq \lim_{q \to \infty} g(x_{(q)}, x, u_{(q)})$. 


Combining all the inequalities from above, and by continuity of $h(x)$ (Lemma 6.3),
\[
g(x, x, u) \geq \lim_{q \to \infty} g(x(q), x, u(q)) \\
\geq \limsup_{q \to \infty} g(x(q), x(q), u(q)) \\
\geq \limsup_{q \to \infty} -\alpha(h(x(q)) - \epsilon_1^2) = -\alpha(h(x) - \epsilon_1^2).
\]
Thus, $u$ is feasible at $x$ and $F_u(x)$ is upper-semicontinuous.

### 6.3.2.2 Safety

Finally, we show that the Filippov operator does not affect the safety of the system. Let $u^*(x) = (u^i(x), u^j(x)) \in F_u(x)$ be any measurable feedback control law, obtained as the solution of \([6.25]\). Then, taking the Filippov operator,
\[
F[u^*](x) \subseteq F[F_u](x) = F_u(x).
\]
Given $x(0)$ such that $h(0) > \epsilon_1^2$, a closed loop trajectory $(x^i(t), x^j(t)), t \in [0, T]$ can be obtained using the Filippov solution, where $(x^i(t), x^j(t))$ are absolutely continuous in $[0, T]$ and for almost all $t \in [0, T]$, satisfy,
\[
\dot{x}^i(t) = f^i(x(t)) + g^i(x(t))u^i(t) \\
\dot{x}^j(t) = f^j(x(t)) + g^j(x(t))u^j(t),
\]
where $u(t) = (u^i(t), u^j(t)) \in F[u^*](x(t)) \subseteq F_u(x(t))$. Note that the constraints of \([6.25]\) are stronger than those of \([6.20]\), meaning that for any $(u, \lambda^i, \lambda^j)$ feasible for \([6.25]\), $(\lambda^i, \lambda^j)$ is feasible for \([6.20]\). By \([6.25b]\) and Lemma 6.5, $(\lambda^i, \lambda^j)$ satisfies \([6.24]\). Since $u(t)$ is feasible for \([6.25]\), $\exists (\lambda^i(t), \lambda^j(t))$ such that the closed loop trajectory satisfies \([6.25b]\):
\[
\dot{L}(t, \lambda^i(t), \lambda^j(t), \dot{\lambda}^i(t), \dot{\lambda}^j(t)) \geq -\alpha(h(t) - \epsilon_1^2),
\]
for almost all $t \in [0, T]$. By \([6.24]\), $\dot{h}(t) \geq -\alpha(h(t) - \epsilon_1^2)$ for almost all $t \in [0, T]$. By Lemma 6.1 $h(t) > \epsilon_1^2 \forall t \in [0, T]$, and thus the system remains safe. \(\square\)

**Remark 6.5.** This formulation can be extended to more than 2 robots by introducing a new pair of dual variables for each pair of robots, and the corresponding constraints in \([6.25]\). Note that the dual variable for robot $i$ corresponding to robot $j$ is different from that for robot $k$. Thus, the analysis in Sec. 6.3 remains valid. Additionally, static or dynamic obstacles can be represented as uncontrolled robots and non-convex shaped robots can be represented through unions of different polytopes with each using the same states and inputs.

### 6.4 Numerical Examples

In this section, we consider the problem of moving an L-shaped sofa through an L-shaped corridor. The approach presented in Sec. 6.3 is applied to solve the problem in real-time.
6.4.1 Simulation Setup

The sofa is the controlled object, with the side length of the L-shape as 1 m and the width as 0.1 m, as illustrated in Figure 6.1. To implement our controller, we consider the sofa as the union of two 1 m × 0.1 m arms perpendicular to each other. The width of the corridor is 1 m.

The states of the sofa are \( x = (z_1, z_2, \theta) \in \mathbb{R}^2 \times \mathbb{R} \), where \( (z_1, z_2) \) is the position of the vertex at the intersection of the two arms, and \( \theta \) is the angle of rotation. The inputs to the sofa are \( (v, \omega) \), where \( v \) is the speed of the sofa and \( \omega \) the angular velocity. The velocity of the sofa is assumed to be along a \( \frac{\pi}{4} \) angle to the arm. The nonlinear control affine dynamics of the sofa is then,

\[
\dot{z}_1 = v \cos(\theta + \frac{\pi}{4}), \quad \dot{z}_2 = v \sin(\theta + \frac{\pi}{4}), \quad \dot{\theta} = \omega.
\] (6.28)

Further, we impose input bounds as \( |v| \leq 0.3 \text{ m/s} \) and \( |\omega| \leq 0.2 \text{ rad/s} \). The corridor is represented as the union of three rectangular walls, shown in Figure 6.1. The polytopes corresponding to these walls are defined as follows:

\[
W^i := \{ z \in \mathbb{R}^2 : A^W_i z \leq b^W_i \}, \ i \in [3]
\] (6.29)

We note the general problem description in Sec. 7.2 allows for such static obstacles by eliminating the dependence of \( A^W_i \) and \( b^W_i \) on the state, as mentioned in Remark 6.5.

Similarly, the sofa is represented as:

\[
P^j(x) := \{ z \in \mathbb{R}^2 : A^S_j(x) z \leq b^S_j(x) \}, \ j \in [2],
\] (6.30)

where \( P^j(x) \) is denoted as Arm \( j \). Arm 1 is the blue-colored polytope in Figure 6.1 whereas Arm 2 is the green-colored one. Again, our description allows for this by choosing the same states and inputs for the two polytopes.

The NCBF is chosen as the square of the minimum distance as in (6.4). Notice that the QP-based program \( (6.25) \) will always have a solution, as \( v = 0, \omega = 0 \) is always a feasible solution. Since we have static obstacles and the controlled object consists of two polytopes, we only enforce NCBF constraints between \( W^i \) and \( P^j \) for \( i \in [3], j \in [2] \).

A control Lyapunov function \( V_{df} \) is introduced in the final QP formulation in place of the nominal controller with the form as follows:

\[
V_{df}(x) = (z_1 - z^d_1)^2 + (z_2 - z^d_2)^2 + k(\theta - \theta^d)^2,
\] (6.31)

where \( \theta^d = -\frac{\pi}{4} \). The desired position \( (z^d_1, z^d_2) \) is chosen to be at the end of the corridor, and the initial orientation is \( \frac{\pi}{4} \). The CLF constraint \( \dot{V}_{df} \geq -\alpha_1 V_{df} - s \) is then enforced, where \( s \geq 0 \) is a slack variable. The slack variable ensures that the feasibility of the QP-based program is not affected by the CLF constraint. The margin \( \epsilon_1 \) as defined in Remark 6.3 is chosen as 1.5 cm and \( \epsilon_2 \) is chosen as \( 10^{-5} \).
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6.4.2 Results

The simulations are performed on a Virtual Machine with 4 cores of a 2.20 Ghz Intel Core i7 processor, running IPOPT [196] on MATLAB, and the visualization is generated by MPT3 [77]. The snapshots of the sofa trajectory is shown in Figure 6.1 and also illustrated in the multimedia attachment.

6.4.2.1 Enforcement of NCBF constraint

The system remains safe throughout the simulation since the NCBF $h_{ij}$ is greater than $\epsilon_1^2$ for all possible robot-obstacle interactions as depicted in Figure 6.3. In Figure 6.4, the values of $\dot{h}(t)$, and LHS and RHS terms in the NCBF constraints from (6.25) are shown. We can see that by Lemma 6.5, the LHS term in the NCBF constraint is always a lower bound to $\dot{h}(t)$. This verifies the safety property of our duality-based approach.

6.4.2.2 Computation time

Table 6.1: Statistical analysis of computation time (ms) per iteration

<table>
<thead>
<tr>
<th>Timing (ms)</th>
<th>mean ± std</th>
<th>p50</th>
<th>p99</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance QPs (6.10)</td>
<td>1.07 ± 0.29</td>
<td>0.99</td>
<td>1.94</td>
<td>20.1</td>
</tr>
<tr>
<td>Polytope-NCBF-QP (6.25)</td>
<td>14.5 ± 1.55</td>
<td>14.2</td>
<td>19.3</td>
<td>37.6</td>
</tr>
<tr>
<td>Total (2 × 3 + 1 = 7 QPs)</td>
<td>21.1 ± 1.69</td>
<td>20.8</td>
<td>26.9</td>
<td>41.6</td>
</tr>
</tbody>
</table>

From Table 6.1, we can see that there are large outliers in computation time per iteration, but they occur in less than 0.1% iterations. Nevertheless, from Table 6.1, we can apply our
controller at 50Hz. The fast computation time allows us to directly implement the control inputs from (6.25) on the robot in real-time.

The optimization problem for the sofa problem has 51 variables and at most 72 constraints. In general consider $N$ controlled robots in a $d$-dimensional space with $f$ facets and $m$ control inputs. Then, the polytope-NCBF-QP (6.25) has $(1+d)\frac{N(N-1)}{2}$ constraints along with at most $2f\frac{N(N-1)}{2}$ non-negativity constraints and $N(m+2f)$ variables, whereas a CBF-QP formulation using spherical over-approximation would have $\frac{N(N-1)}{2}$ constraints and $Nm$ variables.

6.4.2.3 Continuity of derivative of control barrier function and dual variables

Figure 6.4 also shows that both $\dot{h}(t)$ and the lower bound of $\dot{h}(t)$ can have discontinuities. For the case of the moving sofa problem, a discontinuity in $\dot{h}(t)$ can arise when the sofa is rotating and the point of minimum distance on the sofa with any wall jumps from one vertex to another, since the end points of the sofa arm need not have the same velocity when rotating. The dual optimal variables $\lambda^i(t)$ and $\lambda^j(t)$ are always continuous and right-differentiable as shown in Sec. 6.3. The dual variables are plotted in Figure 6.5, which demonstrate this property.

6.4.2.4 Deadlocks

For various initial conditions, the sofa can get stuck in a deadlock in the corridor. This can happen when the arms of the sofa are so large that it cannot turn at the corner. It can also happen when the two arms of the sofa get too close to the wall and the sofa cannot turn because it would cause one of its arms to penetrate the wall. Our controller still ensures safety in this case. A high-level planner could help by generating a deadlock free trajectory at low frequency that then serves as input to our control law.

6.4.3 Discussions

6.4.3.1 Nonlinearity of the system dynamics

The duality-based formulation (6.25) is a convex quadratic program even when the system dynamics is nonlinear, as long as it is control affine. This allows us to achieve dynamically-feasible obstacle avoidance with QPs for polytopes.

6.4.3.2 Optimality of solution vs computation time

As noted in Sec. 6.3, the cost function of the QP-based program (6.25) does not affect the safety of the system. If the optimization solver does not converge to the optimal solution, the current solution can be used if it is feasible. This can be useful in real-time implementations where both control frequency and safety matter. A feasible solution to (6.25) can be directly
found in some cases, such as when the NCBF is constructed using a safe backup controller [178].

6.4.3.3 Trade-off between computation speed and tight maneuvering

A polytope with \( f^i \) faces would require \( f^i \) dual variables in the dual formulation (6.25) and additional constraints. Using a hyper-sphere as an over-approximation to the polytope would require fewer dual variables, as in [214]. However, such an approximation can be too conservative and completely ignore the rotational geometry of the polytope. Using the full polytope structure can prove beneficial in dense environments, such as the sofa problem, where a spherical approximation cannot work. So, there is a trade-off between computation speed and maneuverability. In practice, a hybrid approach should be used: a hyper-sphere approximation when two obstacles are far away, and the polytope structure when closer, which could find a good trade-off between computation speed and maneuverability for tight obstacle avoidance in dense environments.

6.4.3.4 Robustness with respect to the safe set

Since we use the minimum distance between two polytopes as the NCBF and not the signed distance, the minimum distance is uniformly zero when two polytopes intersect. So, the proposed controller is not robust in the sense that if the state leaves the safe set, it will not converge back to it.
6.5 Chapter Summary

In this chapter, we have presented a general framework for obstacle avoidance between polytopes using the dual program of a minimum distance QP problem. We have shown that the control input using our method can be computed using a QP for systems with control affine dynamics, enabling real-time implementation. We have numerically verified the safety performance of our controller for the problem of moving an L-shaped sofa through a tight corridor. We also have explored properties such as robustness and deadlock avoidance. Further work in this topic would involve extending our method to other convex shapes, and deriving safety guarantees for more general classes of systems.

In this chapter, we focused on the dual optimization for polytopic obstacle avoidance with control barrier functions in the continuous-time domain. The discrete-time domain formulations will be discussed in the next chapter.
Chapter 7

Polytopic Avoidance for Discrete-time Control Systems

7.1 Introduction

Obstacle avoidance in optimization-based control and trajectory planning has received significant attention in the robotics community. When a tight-fitting obstacle avoidance motion is expected, the robot and the obstacles need to be considered as polyhedral. In this chapter, we propose an optimization formulation to consider obstacle avoidance between polytopes using discrete-time control barrier function (DCBF) constraints with dual variables. The proposed formulation is shown to be a computationally fast algorithm that can serve as a local planner to generate dynamically-feasible and collision-free trajectories, or even directly as a safety-critical controller for general dynamical systems.

7.1.1 Related Work

7.1.1.1 Graph Search-based and Sampling-based Approaches

Motion planning techniques in real-world applications often consider high-level path planning and low-level control synthesis, given safety requirements and dynamical constraints. Graph search-based and sampling-based approaches such as PRM \[24\], A* \[49\], RRT* \[87\] have been explored, and many variant approaches have also been proposed based on them, which could be applied as efficient strategies for high-dimensional kinematic planning. However, generally, these algorithms assume that a low-level controller exists, and is able to track kinematically feasible trajectories in real time. This leads to trajectories that are dynamically infeasible and results in large tracking errors on dynamical systems. Other approaches such as kinodynamic RRT* \[200\], LQR-RRT* \[145\] try to bridge the gap between path planning

\[\text{The material of this chapter is from “Safety-critical control and planning for obstacle avoidance between polytopes with control barrier functions” published in 2022 IEEE International Conference on Robotics and Automation (ICRA) \[188\].}\]
and control synthesis by finding appropriate steering inputs to go between two vertices in the sampling graph. However, these approaches cannot do dynamic collision checking with respect to the exact nonlinear dynamics of the robot. For general dynamical systems, we still need to locally generate a dynamically feasible and collision-free trajectory.

7.1.1.2 Optimization-based Control and Trajectory Planning

We now narrow down our discussion to optimization-based approaches for generating collision-free trajectories. The existing methods in this sub-area can be classified under two categories: those that generate obstacle avoidance behaviors with additional cost terms, and those that apply constraints to achieve a similar behavior. Additional cost terms were first introduced under the philosophy of potential fields [85], and were later generalized to be named as “barrier function” [206]. This approach has been applied to solve optimal control and trajectory generation problems with broad applications [167, 117, 158, 139, 212]. Other methods consider the obstacle avoidance criteria as constraints in the optimization problem. An example of such a constraint is the distance constraint, enforced using inequality constraints on the distance function between the robot and obstacles, where the robots and the obstacles are usually approximated as points [142], lines [23], paraboloids [52], ellipsoids [162], or hyperspheres [224]. The distance functions for these shapes have analytical expressions and are differentiable so that nonlinear optimization (NLP) solvers can easily compute the gradients.
CHAPTER 7. POLYTOPIC AVOIDANCE FOR DISCRETE-TIME CONTROL SYSTEMS

7.1.1.3 Obstacle Avoidance between Polytopes

When a tight-fitting obstacle avoidance motion is expected, the above over-approximations of the shape of the robot can lead to deadlock maneuvers, shown in Figure 4.1. A tight polytopic approximation of the shape of the robot enables obstacle avoidance maneuvers that are less conservative, see [101]. However, the distance function between two polytopes is implicit and not analytic [71], and requires a large amount of numerical computation [62, 47]. Moreover, this distance function between polytopes is also non-differentiable with respect to the robot’s configuration, which makes it hard to be treated as a constraint directly for a nonlinear programming problem. For collision avoidance between two polytopes, mixed-integer programming [71, 154, 48, 213] applies well for linear systems but cannot be deployed as a real-time controller or trajectory planner for general nonlinear systems due to the added complexity from integer variables [119]. To handle the non-differentiability of the distance function between two polytopes, a duality-based approach [228] is introduced to reformulate constraints as a set of smooth non-convex ones. However, obstacle avoidance behavior with this method can only be achieved with a relatively long horizon and needs to be solved offline for nonlinear systems [227, 225, 171, 54, 64]. Recently, a dual optimization formulation [187] was introduced to construct a differentiable control barrier function (CBF) [12] for polytopes, but it only optimizes one-step control input and is only applicable for continuous-time affine systems with a relative-degree of one. This formulation could also run into a deadlock for general high relative-degree systems.

7.1.1.4 Obstacle Avoidance with DCBFs

To resolve the problems mentioned above, it’s required to propose a computationally fast multi-step optimization formulation for systems with nonlinear discrete-time dynamics. Recently, it has been shown that considering discrete-time control barrier function (DCBF) constraints instead of distance constraints can handle this challenge, where the DCBF constraints can regulate the obstacle avoidance behavior with a smaller horizon and prevent local deadlock in trajectory generation, see [223]. The control and planning problems with one-step [2] or multi-step [223] optimization using DCBF constraints have been studied, and various applications on different platforms, including car racing [224], autonomous vehicles [125], and bipedal robots [186] have validated this approach. In the work mentioned above, the robots and the obstacles are only considered as points or hyper-spheres, while obstacle avoidance constraint between polytopes is still an unsolved problem in all previous work by using discrete-time control barrier functions.

7.1.2 Contributions

The contributions of this chapter are as follows:

- We formulate the dual form of the obstacle avoidance constraint between polytopes as DCBF constraints for safety. These proposed DCBF constraints are incorporated into
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an NMPC formulation which enables fast online computation for control and planning for general nonlinear dynamical systems.

- The proposed NMPC-DCBF formulation for polytopes is validated numerically. Different convex and non-convex shaped robots are shown to be able to navigate with tight maneuvers through maze environments with polytopic obstacles using fast real-time control and trajectory generation.

7.2 Background

In this section, we present a brief background on optimization formulations using discrete-time control barrier functions and obstacle avoidance between polytopic sets.

7.2.1 Optimization Formulation using DCBFs

Consider a discrete-time dynamical system with states \( x \in \mathcal{X} \subset \mathbb{R}^n \) and inputs \( u \in \mathcal{U} \subset \mathbb{R}^m \), as

\[
x_{k+1} = f(x_k, u_k),
\]

(7.1)

where \( x_k := x(k), \ u_k := u(k), \ k \in \mathbb{Z}^+ \), \( \mathcal{U} \) is a compact set and \( f \) is continuous.

7.2.1.1 Discrete-time CBFs

Obstacle avoidance for safety for this dynamical system is defined in terms of invariance of its trajectories with respect to a connected set. In other words, if the dynamical system (7.1) is safe with respect to a set \( S \subset \mathcal{X} \), then any trajectory starting inside \( S \) remains inside \( S \).

The set \( S \) is defined as the 0-superlevel set of a continuous function \( h : \mathcal{X} \to \mathbb{R} \) as:

\[
S := \{ x \in \mathcal{X} \subset \mathbb{R}^n : h(x) \geq 0 \}.
\]

(7.2)

We refer to \( S \) as the safe set and it represents the region outside the obstacle. \( h \) is defined as a discrete-time control barrier function (DCBF) if \( \forall x \in \mathcal{S}, \exists u \in \mathcal{U} \) such that

\[
h(f(x, u)) \geq \gamma(x)h(x), \quad 0 \leq \gamma(x) < 1,
\]

(7.3)

Let \( \gamma_k := \gamma(x_k) \). Satisfying (7.3) implies \( h(x_{k+1}) \geq \gamma_k h(x_k) \), i.e., the lower bound of the DCBF decreases exponentially with the decay rate \( \gamma_k \). Given a choice of \( \gamma(x) \), we denote \( \mathcal{K}(x) \) as

\[
\mathcal{K}(x) := \{ u \in \mathcal{U} : h(f(x, u)) - \gamma(x)h(x) \geq 0 \}.
\]

(7.4)

Then, if \( x_0 \in \mathcal{S} \) and \( u_k \in \mathcal{K}(x_k) \), then \( x_k \in \mathcal{S} \) for \( \forall k \in \mathbb{Z}^+ \), i.e., the resulting trajectory is safe.

Given a valid DCBF \( h \), imposing DCBF constraint (7.3) in an optimization problem could guarantee system safety, i.e., collision-free trajectories. If \( \gamma(x) \) is close to 1, the system
converges to $\partial S$ slowly but can easily become infeasible. On the other hand, if $\gamma(x)$ is close to 0, the constraint (7.3) is feasible in a larger domain but can approach $\partial S$ quickly and become unsafe. The later proposed formulation in [223] (discussed in Chapter 6) introduces a relaxing form of DCBF constraint as follows,

$$h(f(x, u)) \geq \omega(x) \gamma(x) h(x), \quad 0 \leq \gamma(x) < 1.$$  

(7.5)

where the relaxing variable $\omega$ resolves the tradeoff between feasibility and safety and is optimized with other variables inside an optimization formulation.

When one-step control input is optimized [2], it could lead to a deadlock situation such that the robot is safe but unable to track the reference command. A nonlinear model predictive control formulation [224] can overcome these problems, shown as follows,

NMPC-DCBF [224] (discussed in Chapter 6):

$$\min_{U, \Omega} p(x_{t+N|t}) + \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t}) + \psi(\omega_k)$$  

(7.6a)

s.t. $x_{t|t} = x_t,$  

(7.6b)

$$x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), \quad k = 0, ..., N-1$$  

(7.6c)

$$u_{t+k|t} \in U, \quad x_{t+k|t} \in X, \quad k = 0, ..., N-1$$  

(7.6d)

$$h(x_{t+k+1|t}) \geq \omega_k \gamma_k h(x_{t+k|t}), \quad \omega_k \geq 0 \quad k = 0, ..., N_{\text{CBF}} - 1,$$  

(7.6e)

where $x_{t+i|t}$ and $u_{t+i|t}$ denote the predicted state and input at time $t+i$ evaluated at the current time $t$. $N$ and $N_{\text{CBF}} \leq N$ denote the prediction and safety horizons respectively, which allows us to control the optimization computation complexity, and $U = [u_{t|t}^T, ..., u_{t+N-1|t}^T]^T$ and $\Omega = [\omega_0, ..., \omega_{N_{\text{CBF}}-1}]$ are the joint input and relaxation variables respectively. $p(\cdot)$ and $q(\cdot, \cdot)$ are the terminal and stage costs respectively, and $\psi$ is the penalty function for the relaxation variable.

The optimization formulation (7.6) can be regarded as a control problem with $U^* = [u_{t|t}^T, ..., u_{t+N-1|t}^T]^T$ as the optimized control inputs, as well as a trajectory planning problem with $X^* = [x_{t|t}^T, ..., x_{t+N|t}^T]^T$ as the optimized trajectory. From the joint optimal input vector $U^*$ the first input $u_{t|t}^*$ is applied at time $t \in \mathbb{Z}^+$, and the optimization (7.6) is solved again at time $t+1$ with $x_{t+1|t}$.

### 7.2.2 Obstacle Avoidance between Polytopic Sets

In this work, we assume that there are $N_O$ static obstacles together with a single controlled robot. We further assume that the geometry of all the obstacles and the robot can be over-approximated with a union of convex polytopes, which is defined as a bounded polyhedron.

Let the state of the robot be $x \in \mathbb{R}^n$ with its discrete-time dynamics as defined in (7.1) and the geometry of the robot and obstacles be in a $l$-dimensional space. We denote the
geometry of the $i$-th static obstacle and the dynamic robot at some state $x \in \mathcal{X}$ by the polytopes:

\[
\mathcal{O}_i := \{ y \in \mathbb{R}^l : A^{O_i} y \leq b^{O_i} \} \\
\mathcal{R}(x) := \{ y \in \mathbb{R}^l : A^{R}(x) y \leq b^{R}(x) \},
\]

respectively, where $b^{O_i} \in \mathbb{R}^{s^{O_i}}, i \in \{1, \ldots, N_O\}$ and $b^{R}(x) \in \mathbb{R}^{s_R}$, and $A^{R}, b^{R}$ are continuous. Inequalities on vectors are enforced element-wise. We assume that $\mathcal{O}_i, \forall i \in \{1, \ldots, N_O\}$ and $\mathcal{R}(x), \forall x \in \mathcal{X}$ are bounded and non-empty. $s^{O_i}, s^{R}$ represent the number of facets of polytopic sets for the $i$-th obstacle and the robot, respectively.

Then $\mathcal{O}_i, \forall i \in \{1, \ldots, N_O\}$, and $\mathcal{R}(x), \forall x \in \mathcal{X}$, are non-empty, convex, and compact sets, and the minimum distance between any pair $(\mathcal{O}_i, \mathcal{R}(x))$ is well-defined. The minimum distance is 0 if and only if $\mathcal{O}_i$ and $\mathcal{R}(x)$ intersect. The square of the minimum distance between $\mathcal{O}_i$ and $\mathcal{R}(x)$, denoted by $h_i(x)$, can be computed using a QP as follows:

\[ h_i(x) = \min_{(y^{O_i}, y^{R}) \in \mathbb{R}^2} \| y^{O_i} - y^{R} \|_2^2 \]  
\[ \text{s.t.} \quad A^{O_i} y^{O_i} \leq b^{O_i}, \quad A^{R}(x) y^{R} \leq b^{R}(x). \]

where (7.8) is a convex optimization problem. To ensure safe motion of the robot, we enforce DCBF constraints (7.3) pairwise between each robot-obstacle pair. Then, the safe set corresponding to the pair $(\mathcal{O}_i, \mathcal{R})$ is defined as:

\[
\mathcal{S}_i := \{ x \in \mathbb{R}^n : h_i(x) > 0 \}^c,
\]

where $(\cdot)^c$ denotes the closure of a set. Enforcing the DCBF constraint for each $h_i$ ensures that the state remains in $\mathcal{S}_i$ for all $i$, and thus the state remains in $\mathcal{S} := \cap_{i=1}^{N_O} \mathcal{S}_i$. Note that, due to the relaxation variable $\omega$, enforcing multiple DCBF constraints for each $h_i$ is equivalent to enforcing a single DCBF constraint on $h(x) := \min_i \{ h_i(x) \}$. Thus, we focus on how to enforce the DCBF constraint for a given pair $(\mathcal{O}_i, \mathcal{R})$.

However, (7.3) requires computation of $h_i(f(x, u))$ via (7.8), which can only be solved numerically. This results in an optimization formulation with non-differentiable implicit constraints, which results in a significant increase in computation time. In the following section we derive explicit differentiable constraints which guarantee that the DCBF constraint is satisfied without affecting the feasible set of safe inputs $\mathcal{K}(x) \forall x \in \mathcal{X}$.

### 7.3 Optimization with Dual DCBF Constraints

In this section, we derive the duality-based optimization which allows generating obstacle avoidance maneuvers for the controlled robot in tight environments with obstacles.
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7.3.1 Dual Optimization Problem

Corresponding to the minimization problem (7.8), we can define a dual problem. The dual problem is always a convex optimization problem, and a maximization problem if the original primal problem is a minimization one.

The dual formulation of (7.8) can be explicitly computed as [27, Chap. 8]:

\[ g_i(x) = \max_{(\lambda^O_i, \lambda^R_i)} -\lambda^O_i b^O_i - \lambda^R_i b^R_i(x) \]

subject to

\[ \lambda^O_i A^O_i + \lambda^R_i A^R_i(x) = 0, \]

\[ \|\lambda^O_i A^O_i\|_2 \leq 1, \lambda^O_i \geq 0, \lambda^R_i \geq 0. \]

Here \( \lambda^O_i A^O_i \) represents the normal vector of the plane of maximum separation between the polytopes.

The Weak Duality Theorem [27, Chap. 5] states that \( g_i(x) \leq h_i(x) \) holds for all optimization problems. Since (7.8) is a convex optimization with linear constraints and has a well-defined optimum solution in \( \mathbb{R}^+ \), the Strong Duality Theorem [27, Chap. 5] also holds, which states that

\[ g_i(x) = h_i(x). \] (7.11)

7.3.2 Obstacle Avoidance with Dual Variables

In order to remove the implicit dependence of \( h_i(x) \) on \( x \) via (7.8), we enforce a constraint stronger than (7.3) which does not require explicit computation of \( h_i(x) \) via (7.8). The dual formulation of (7.8), (7.10), can be used to achieve this.

Let \( \bar{g}_i(x, \lambda^O_i, \lambda^R_i) \) be the cost corresponding to any feasible solution \((\lambda^O_i, \lambda^R_i)\) of (7.10). Since (7.10) is a maximization problem and the Strong Duality Theorem (7.11) holds for the primal problem (7.8),

\[ \bar{g}_i(x, \lambda^O_i, \lambda^R_i) := -\lambda^O_i b^O_i - \lambda^R_i b^R_i(x) \leq h_i(x). \] (7.12)

Then, at time \( k \), we can enforce the stronger constraint

\[ -\lambda^O_i b^O_i - \lambda^R_i b^R_i(f(x_k, u)) \geq \gamma_k h_i(x_k) \] (7.13)

which, using (7.12), implies

\[ h_i(f(x_k, u)) \geq \gamma_k h_i(x_k), \] (7.14)

as required. Hence, the DCBF constraint can be enforced by (7.13) subject to \((f(x_k, u), \lambda^O_i, \lambda^R_i)\) being feasible, i.e., the stronger DCBF constraint (7.13) along with the feasibility constraints (7.10b), (7.10c) should be satisfied

\[ -\lambda^O_i b^O_i - \lambda^R_i b^R_i(f(x_k, u)) \geq \gamma_k h_i(x_k), \] (7.15a)

\[ \lambda^O_i A^O_i + \lambda^R_i A^R_i(f(x_k, u)) = 0, \] (7.15b)

\[ \|\lambda^O_i A^O_i\|_2 \leq 1, \lambda^O_i \geq 0, \lambda^R_i \geq 0. \] (7.15c)
By the Strong Duality Theorem (7.11), \( \exists \lambda^{O*}, \lambda^{R*} \) satisfying (7.10b)-(7.10c) such that for all \( x \in \mathcal{X} \),
\[
\overline{g}_i(x, \lambda^{O*}, \lambda^{R*}) = -\lambda^{O*} b^O_i - \lambda^{R*} b^R(x) = h_i(x).
\] (7.16)
This means that for any fixed \( x \in \mathcal{X} \), the input \( u \) satisfies the DCBF constraint (7.3) with the implicit definition of \( h_i \) if and only if the tuple \( (u, \lambda^{O*}, \lambda^{R*}) \) satisfies (7.13). So, the feasible set of inputs is not reduced at any \( x \in \mathcal{X} \).

### 7.3.3 Optimization Formulation

We adopt the philosophy of the NMPC-DCBF method to enforce safety constraints between polytopes, as shown in Sec. 7.3.2, and construct a multi-step optimization formulation. For simplicity of notation, we drop the explicit dependence of \( h_i(x_{t+k|t}) \) on \( x_{t|t} \) and \([u^T_{t|t}, \ldots, u^T_{t+k-1|t}]^T\). Since \( h_i(x_{t+k|t}) \) is also not explicitly known at time \( t \), to impose DCBF constraints along the horizon, we extend the idea in Sec. 7.3.2 by enforcing a constraint stronger than \( h_i(x_{t+k+1|t}) \geq \gamma_k h_i(x_{t+k|t}) \) which does not rely on computations of \( h_i(x_{t+k|t}) \) and \( h_i(x_{t+k+1|t}) \) via (7.8).

The primal optimization problem (7.8) provides an upper bound to \( h_i(x) \), which can be used in the stronger DCBF constraints. Let \((y^{O*}, y^{R*})\) be any feasible solution of (7.8). Since (7.8) is a minimization problem and its solution is well-defined for all \( x \in \mathcal{X} \),
\[
\bar{h}_i(x, y^{O*}, y^{R*}) := \|y^{O*} - y^{R*}\|_2^2 \geq h_i(x).
\] (7.17)
Then at time \( t \), we can enforce
\[
-\lambda^{O*} b^O_i - \lambda^{R*} b^R(x_{t+k|t}) \geq \gamma_k \|y^{O*} - y^{R*}\|_2^2 \geq \gamma_k h_i(x_{t+k|t}),
\] (7.18)
which, using (7.12) and (7.17), implies
\[
h_i(x_{t+k+1|t}) \geq -\lambda^{O*} b^O_i - \lambda^{R*} b^R(x_{t+k+1|t}) \\
\geq \gamma_k \|y^{O*} - y^{R*}\|_2^2 \geq \gamma_k h_i(x_{t+k+1|t}),
\] (7.19)
as required. Additionally, we can introduce the relaxation variables without affecting the analysis in this section.

**Remark 7.1.** The primal problem (7.8) and the dual problem (7.10) provide upper and lower bounds respectively for the distance function \( h \), which is implicit in nature. These bounds can be calculated implicitly since they are equal to the cost functions subject to the corresponding constraints of each optimization problem. Thus, any implicit constraint on \( h \) can be converted into a weaker explicit set of constraints using these bounds.

Then at time \( t \), we first calculate the optimal solutions \((y^{O*}_t, y^{R*}_t)\) to the minimum distance QP (7.8) using \( x = x_t \), hence the NMPC-DCBF formulation for polytopes is shown as follows:
NMPC-DCBF for Polytopes:

\[
\min_{U, \Omega} \sum_{k=0}^{N-1} q(x_{t+k|t}, u_{t+k|t}) + \psi(\omega_k)
\]  
(7.20a)

s.t. \(x_{t|t} = x_t\), \(y_0^\ast = y_t^\ast\), \(y_0^R = y_t^R\)  
(7.20b)

\(x_{t+k+1|t} = f(x_{t+k|t}, u_{t+k|t}), \quad k = 0, \ldots, N-1\)  
(7.20c)

\(u_{t+k|t} \in U, \quad x_{t+k|t} \in \mathcal{X}, \quad k = 0, \ldots, N-1\)  
(7.20d)

\[-\lambda_{k+1}^O b^O - \lambda_{k+1}^R b^R (x_{t+k+1|t}) \geq \omega_k \gamma_k \|y_k^O - y_k^R\|^2_2,\]
for \(k = 0, \ldots, N_{\text{CBF}} - 1\)  
(7.20e)

\(A^R (x_{t+k+1|t}) y_k^R \leq b^R (x_{t+k+1|t}), \quad A^O y_k^O \leq b^O,\)
for \(k = 1, \ldots, N_{\text{CBF}} - 1\)  
(7.20f)

\(\lambda_k^O A^O + \lambda_k^R A^R (x_{t+k|t}) = 0, \quad \|\lambda_k^O A^O\|_2 \leq 1,\)
for \(k = 1, \ldots, N_{\text{CBF}}\)  
(7.20g)

\(\lambda_{k+1}^O \geq 0, \quad \lambda_{k+1}^R \geq 0, \quad \omega_k \geq 0,\)
for \(k = 0, \ldots, N_{\text{CBF}} - 1\)  
(7.20h)

The subscripts of \(\lambda^O, \lambda^R, y^O, y^R\) denote the time, (7.20e) is the DCBF constraint between polytopes, (7.20f) is the primal feasibility condition, and (7.20g)-(7.20h) are the dual feasibility conditions. The initial conditions, system dynamics constraints, and input and state constraints are represented by (7.20b), (7.20c), and (7.20d) respectively. This NMPC-DCBF formulation (7.20) corresponds to enforcing safety constraints only between the pair \((O_i, R)\) of polytopes. To enforce DCBF constraints between every pair of robot and obstacle, we introduce corresponding dual and primal variables and enforce the constraints (7.20e)-(7.20h) for each pair.

Remark 7.2. The mathematical intuition behind (7.20) is different from the previous work in [187] (discussed in Chapter 6) that focuses on duality in the continuous domain. Moreover, the system dynamics is not required to be control affine in our proposed (7.20). Furthermore, differentiability of dual variables is required in [187] and not needed in this work.

7.3.4 Complexity and Performance

7.3.4.1 Exponential DCBF Constraint

To reduce complexity of the NMPC-DCBF shown in (7.20), we can modify the DCBF constraint \(h_i(x_{t+k|t}) \geq \omega_k \gamma_k h_i(x_{t+k-1|t})\) by rolling out time \(k\) and removing the dependence
Figure 7.2: Snapshots from simulation of tight maneuvers of obstacle avoidance with a controlled robot with different shapes in two maze environments.
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on $x_{t+k-1|t}$ from the LHS of the DCBF constraint, thus enforcing the following exponential DCBF constraints:

$$h_i(x_{t+k|t}) \geq \omega_k(\prod_{j=0}^{k} \gamma_j)h_i(x_{t|t}).$$  \hspace{1cm} (7.21)

The exponential decay rate $\prod_{j=0}^{k} \gamma_j$ arises due to rolling out the decay rate at time $j$, $\gamma_j$. The DCBF constraint (7.21) only contains $h_i(x_{t|t})$ on the RHS for all $k$, which can be explicitly computed at each time step using $x_t = x_{t|t}$. Note that the RHS of the DCBF constraint (7.19) at time $k \geq 1$ cannot be computed explicitly, since $x_{t+k|t}$ implicitly depends on the control inputs. This leads to modifying (7.20e) with,

$$-\lambda^O_k b^O_i - \lambda^R_k b^R_i(x_{t+k|t}) \geq \omega_k(\prod_{j=0}^{k} \gamma_j)h_i(x_{t|t})$$  \hspace{1cm} (7.22)

Such a formulation speeds up the computational time, as only $h(x_{t|t})$ needs to be calculated at each time $t$. This change affects neither the feasibility nor the safety of the system.

7.3.4.2 Horizon Length Selection

Compared with distance constraints, DCBF constraints allow effective obstacle avoidance behavior with smaller horizon length. Our NMPC-DCBF formulation does not require the obstacle avoidance horizon length $N_{CBF}$ to be equal to $N$, which additionally reduces the complexity [223]. Additionally, maneuvers such as deceleration for obstacle avoidance or reversing motion for deadlock avoidance are motion primitives that only require a small horizon in the MPC formulation. To sum up, DCBF constraints with dual variables enable fast optimization for obstacle avoidance between polytopes.

7.4 Numerical Results

In this section, we consider an autonomous navigation problem. We model the controlled robot with different shapes, including triangle, rectangle, pentagon and L-shape. The proposed optimization-based planning algorithm allows us to successfully generate dynamically-feasible collision-free trajectories even in tight maze environments, shown in Figure 7.2. Animation of the navigation problems can be found in the video attachment.

7.4.0.1 Environment

The tight maze environment is described by a combination of multiple convex obstacles, including shapes like triangle, rectangle, pentagon, etc. The controlled robot is also modelled with different shapes, including triangle, rectangle, pentagon and L-shape, whose orientation is determined by the yaw angle. The L-shape is non-convex, but can be represented by two convex polytopes. The dimensions for each robot shape are mentioned in Figure 7.2.
7.4.0.2 System Dynamics

The controlled robot is described by the kinematic bicycle model, which is typical for testing trajectory planning algorithms in tight environments. The continuous-time dynamics of the robot is given as follows,

\begin{align}
\dot{c}_x &= v \cos(\phi), \quad \dot{c}_y = v \sin(\phi), \quad \dot{v} = a, \quad \dot{\phi} = \frac{v \tan \delta}{l}, \\
\end{align}

where system states are \(x = (c_x, c_y, v, \phi)\) with \((c_x, c_y)\) as the center of rear axes, \(\phi\) as yaw angle and \(v\) as the velocity, and \(u = (a, \delta)\) are inputs with steering angle \(\delta\) and acceleration \(a\). The wheel base of the robot is \(l = 0.1\) m. The steering angle and acceleration are limited between \(\pm 0.5\) rad and \(\pm 1\) m/s².

7.4.0.3 Global Planning

The global path from the starting position to the goal is generated using the A* algorithm. The 2-D space is sub-divided into grids and obstacle collision checks are performed at each grid point during the algorithm. A safety margin, which is smaller than at least one dimension of the robot, is used for the collision checks. Finally, the generated optimal path is reduced to fewer waypoints using line-of-sight reductions, similar to the \(\theta^*\) algorithm [132]. The generated global path is not dynamically feasible, and is only safe at the node points.

7.4.0.4 Local Trajectory Generation

The local trajectory planning is formulated using the NMPC-DCBF formulation (7.20) to track the local reference trajectory while avoiding obstacles. The local reference trajectory \(\bar{X} = [\bar{x}_t^T, \bar{x}_{t+1}^T, \ldots, \bar{x}_{t+N|t}^T]^T\) is generated from a start point with a constant speed \(v_0\) and the same orientation as the global planner. The start point is found by local projection from the current robot’s position to the global path. For tracking the local reference trajectory, the cost function (7.20) in the optimizer is constructed with terminal cost, stage cost, and relaxing cost function, respectively as

\begin{align}
p(x_{t+N|t}) &= ||x_{t+N|t} - \bar{x}_{t+N|t}||_Q^2, \\
q(x_{t+k|t}, u_{t+k|t}) &= ||x_{t+k|t} - \bar{x}_{t+k|t}||_Q^2 + ||u_{t+k|t}||_R^2 + ||u_{t+k|t} - u_{t+k-1|t}||_dR^2, \\
\psi(\omega_k) &= p_\omega(\omega_k - 1)^2,
\end{align}

where \(u_{t-1|t} = u_{t-1|t-1}^*\) represents the last optimized control input. The dynamics constraints (7.20c) is applied with the discrete-time forward Euler formulation from the continuous-time dynamics (7.23). The input constraints (7.20d) is imposed by the steering angle and acceleration limits mentioned above. A prediction horizon of \(N = 11\) is used, with the DCBF horizon as \(N_{\text{CBF}} = 6\), and the decay rate as \(\gamma_k = 0.8\). The obstacle avoidance constraints (7.20e)-(7.20h) can be applied directly to each pair of the convex-shaped (triangle, rectangle,
pentagon) robot and each convex obstacle. When the robot is non-convex shaped (L-shape), these constraints are applied to the convex parts of the robot and each convex obstacle.

To reduce the complexity of the optimization formulation, we only consider the obstacles which are within a specified radius from the robot at any given time. The radius is calculated using the reference tracking velocity, prediction horizon and the maximum deceleration of the robots.

### 7.4.0.5 Warm Start

The NMPC-DCBF formulation is a non-convex optimization, and hence computationally challenging to solve in general. Although the DCBF constraints help to reduce the complexity, as discussed in Sec. 7.3.4.2, it still requires a good initial guess to lead to faster numerical convergence. The initial guess trajectory and control inputs are generated using a braking controller. An acceleration input equal to the maximum deceleration is provided and the steering angle is set to zero. Once the robot comes to a halt, the acceleration input is also set to zero. The braking control inputs, along with the trajectory generated from it are provided as an initial guess to the optimization at each time step. Since at each time step $h_i(x_{t+1})$ is solved using (7.10), the dual optimal solution from this computation is provided as an initial guess for the dual variables for the entire horizon.

### 7.4.0.6 Simulation Results

To evaluate the performance of (7.20), we study the navigation problem with two different maze environments with four choices of robot shapes. The optimization problems are implemented in Python with CasADi [14] as modelling language, solved with IPOPT [22] on Ubuntu 18.04 with Intel Xeon E-2176M CPU with a 2.7GHz clock. From the snapshots we can observe tight-fitting obstacle avoidance motion of the robot, and also reversing motion to avoid deadlock. These examples highlight the safety and planning features of our implementation. We also analyze the computational time of trajectory generation using (7.20), which is shown in Table 7.1. This illustrates that optimization (7.20) can be solved sufficiently fast to be deployed on different-shaped robots for trajectory generation in different maze environments. The details of hyperparameter selections can be found in the open-source repository.

The specific choice of the parameters in the optimization formulation (7.20) can influence safety and deadlock behaviors in the robot. Qualitatively, for safety, the reference tracking velocity should be such that the robot can come to a halt within the prediction horizon with the input as the maximum deceleration. There is also a trade-off between deadlock avoidance and safety: Higher value of the terminal cost weight $Q_T$ improves deadlock avoidance, but can also increase velocity of the robot, leading to unsafe motion.

To tune the hyperparameters for a given system, consider the set of feasible trajectories of (7.20) for some reference trajectory $\bar{X}$. First, to capture the affect of all control inputs on the DCBF $h$, the safety horizon $N_{CBF}$ must be larger than the relative degree of the system
with respect to $h$. If there exists any safe trajectory at the current state that brings the robot to rest, the resulting control law guarantees that the closed-loop trajectory is also safe. Thus, it is desirable to choose the safety horizon $N_{CBF}$ high enough so that the robot can come to rest within $N_{CBF}$ steps. However, choosing a large safety horizon may result in an increased computation time and safety could be achieved in practice with proper tuning of the decay rate $\gamma$. Choosing $\gamma$ closer to 1 prioritizes safety over reference tracking while choosing $\gamma$ closer to 0 ensures faithful tracking at the cost of safety. Note that the relaxation variable $\omega_k$ is essential for feasibility of (7.20) especially for $\gamma$ closer to 1, see [223]. Selecting a large terminal cost parameter $p_\omega$ in (7.24c) is also key to ensure that the effective decay rate does not deviate, thus prioritizing safety of the system. Finally, the stage cost parameter $Q$ in (7.24b) and the terminal cost parameter $Q_T$ in (7.24a) present a trade-off between reference tracking and exploration. Larger values of $Q$ result in the closed-loop trajectory closely following the reference trajectory. Notice that since the reference trajectory may not be dynamically feasible, this may still result in deadlocks. Selecting larger values of $Q_T$ mostly penalizes deviation from the terminal state and thus promotes exploration during timesteps $k = 1, \ldots, N_{CBF}-1$. This can result in better deadlock avoidance maneuvers as depicted in Figure 7.2.

Table 7.1: Solver time statistics of NMPC-DCBF with polytopic obstacles.

<table>
<thead>
<tr>
<th>Env</th>
<th>Robot Shape</th>
<th>median</th>
<th>std</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maze 1</td>
<td>triangle (Figure 7.2a)</td>
<td>51ms</td>
<td>19ms</td>
<td>14ms</td>
<td>149ms</td>
</tr>
<tr>
<td></td>
<td>rectangle (Figure 7.2b)</td>
<td>49ms</td>
<td>25ms</td>
<td>15ms</td>
<td>185ms</td>
</tr>
<tr>
<td></td>
<td>pentagon (Figure 7.2c)</td>
<td>71ms</td>
<td>15ms</td>
<td>15ms</td>
<td>272ms</td>
</tr>
<tr>
<td></td>
<td>L-shape (Figure 7.2d)</td>
<td>85ms</td>
<td>13ms</td>
<td>13ms</td>
<td>215ms</td>
</tr>
<tr>
<td>Maze 2</td>
<td>triangle (Figure 7.2e)</td>
<td>33ms</td>
<td>24ms</td>
<td>13ms</td>
<td>121ms</td>
</tr>
<tr>
<td></td>
<td>rectangle (Figure 7.2f)</td>
<td>29ms</td>
<td>25ms</td>
<td>13ms</td>
<td>122ms</td>
</tr>
<tr>
<td></td>
<td>pentagon (Figure 7.2g)</td>
<td>30ms</td>
<td>29ms</td>
<td>13ms</td>
<td>150ms</td>
</tr>
<tr>
<td></td>
<td>L-shape (Figure 7.2h)</td>
<td>29ms</td>
<td>49ms</td>
<td>13ms</td>
<td>233ms</td>
</tr>
</tbody>
</table>

7.5 Chapter Summary

In this chapter, we proposed a nonlinear optimization formulation using discrete-time control barrier function based constraints for polytopes. The proposed formulation has been shown to be applied as a fast optimization for control and planning for general nonlinear dynamical systems. We validated our approach on navigation problems with various robot shapes in maze environments with polytopic obstacles.

We have seen discussions involving optimization, control and trajectory generation about control barrier functions in different chapters until now. After this chapter, We will present different robotics applications with control barrier functions.
Part III

Applications about Motion planning and Navigation
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Safety-Critical Autonomous Driving with Finite State Machine 6

8.1 Introduction

Safety is critical in the automobile industry, and significant progress in this area has been made via (semi-)autonomous driving in the past few decades. While systems like adaptive cruise control or lane departure warning systems have proven to improve vehicle’s safety in simple scenarios, it is desirable in the future that autonomous driving could handle safety-critical tasks in more complex driving scenarios, for example, autonomous lane change maneuvers. Lane change is challenging for both drivers and autonomous driving controllers since multiple surrounding vehicles should be considered and their future movements should be predicted. The more challenging fact is that drivers or controllers have little time to respond to avoid a crash if a threat occurs. According to statistics provided by US National Highway Traffic Safety Administration (NHTSA) in [170], about 9% of all vehicle crashes involved lane change maneuvers.

8.1.1 Related Work

Several recent results focus on this topic. In [207, 82], new methods are proposed to predict the intent of other surrounding vehicles. Research in [202, 166] focuses on the generation of optimal trajectories for lane change maneuvers. Various low-level controllers have been developed to track the optimal path generated by planners. Model predictive control (MPC) is a commonly used method. In [229, 36, 16], MPC based controllers are implemented. Additionally, simple linear [92] or nonlinear [37] feedback control method has also been proven to be suitable for this task.

6The material of this chapter is from “Rule-based safety-critical control design using control barrier functions with application to autonomous lane change” published in 2021 American Control Conference (ACC) [74].
Based on previous work like [229, 36], we can summarize the traditional autonomous lane change strategy as shown in the left side of Figure 8.1. A high-level behavior planner makes the decision on the ego vehicle should stay in the current lane or change to the left (right) adjacent lane. This can be done by human drivers (e.g. activating the turn signal) or by algorithms [191]. Once a specific lane change maneuver is triggered, a mid-level path planner generates a collision-free optimal trajectory for the ego vehicle, which will be tracked by a low-level controller. However, the mid-level path planner usually cannot be updated at a high frequency and may not respond to a sudden threat immediately, which means its planned trajectory may not always meet safety-critical requirements in a fast changing environment. Furthermore, there are always notable tracking errors in the low-level controller, which means tracking a collision-free trajectory could still be potentially unsafe. Therefore, in a safety-critical autonomous lane change strategy, safety relevant constraints should be considered in the low-level controller directly and the controller must work at a high update frequency.

In order to guarantee the system’s safety in the low-level controller, control barrier functions (CBFs) have recently been introduced to ensure set invariance by considering the
system dynamics and several researchers have used CBFs to ensure the system’s safety for the vehicle control design problems. In [38, 175, 224, 159], CBFs are used to implement obstacle avoidance. A CBF-based controller to supervise the safety of a learning based lane keeping controller is proposed in [39]. In [9], CBFs are unified with control Lyapunov functions (CLFs) via a quadratic program, and it illustrates this CLF-CBF-QP formulation in the context of adaptive cruise control. Due to its low computational complexity, this quadratic program allows the low-level controller to work at a high update frequency, which motivates us to investigate the safety-critical lane change control design through the CLF-CBF-QP formulation.

Rule-based strategies are also widely used in control design. One example is the finite state machine (FSM), which can make decisions according to input signals and transition conditions [131]. Since its computational complexity is lower than that of a traditional path planner, the FSM can be used in a low-level controller and work at a high update frequency, which inspires us to use a well-designed FSM to replace the mid-level path planner in traditional lane change strategies.

Based on the above analysis, we propose a rule-based safety-critical lane change control design. A FSM works as the basic structure, where a quadratic program based optimization problem using CLF and CBF constraints (CLF-CBF-QP) is formulated to achieve control objectives and guarantee the system’s safety. The FSM can unify the mid-level path planner and low-level controller in traditional lane change strategy as one: a low-level safety-critical controller, see Figure 8.1. The FSM is used to make the decision of whether the ego vehicle can do a collision-free lane change maneuver or not. If the current traffic environment isn’t suitable for a lane change maneuver, the ego vehicle will keep the current lane until a safe situation occurs. Additionally, if a threat arises during a lane change maneuver, the FSM will enter another state to drive the ego vehicle back to its current lane. Since the safety relevant constraints are considered in the low-level controller directly and a quadratic program allows the controller to run with high update frequency, our proposed strategy can guarantee the ego vehicle’s safety in complex environments.

8.1.2 Contribution

The contribution of this chapter is as follows:

- We present a rule-based safety-critical design by using CLF-CBF-QP formulation, which can achieve the control objective and guarantee the vehicle’s safety via low-level control in lane change maneuvers. The quadratic program allows the controller to work at a high update frequency.

- A finite state machine is used to unify mid-level planner and low-level controller into one optimization problem, a low-level safety-critical controller. The FSM helps the proposed strategy do switches between multiple CBF constraints in a complicated environment.
• We verify the performance of our controller using both typical and randomly generated driving scenarios. The result shows that our approach is generally applicable in both highway and city driving scenarios.

8.2 Background

8.2.1 Vehicle Model

In this chapter, we use a kinematic bicycle model (8.1) in [105] for our numerical validation and its dynamics is described as follows,

\[
\begin{align*}
\dot{x} &= v \cos(\psi + \beta) \\
\dot{y} &= v \sin(\psi + \beta) \\
\dot{\psi} &= \frac{v}{l_r} \sin \beta \\
\dot{v} &= a \\
\beta &= \tan^{-1}\left(\frac{l_r}{l_f + l_r} \tan(\delta_f)\right)
\end{align*}
\]

where acceleration at vehicle’s center of gravity (c.g.) \(a\) and front steering angle \(\delta_f\) are the inputs of the system. \(x\) and \(y\) denote the coordinates of the vehicle’s c.g. in an inertial frame \((X,Y)\). \(\psi\) represents the orientation of the vehicle. \(l_f\) and \(l_r\) describe the distance from vehicle’s c.g. to the front and real axles, respectively. \(\beta\) represents the slip angle of the vehicle.

Remark 8.1. Both kinematic and dynamic bicycle models are commonly used vehicle models in the field of autonomous driving research. From [147], authors show that the kinematic bicycle model works under small lateral acceleration and also recommend \(0.5\mu g\) as a limitation for the validity of the kinematic bicycle model (\(\mu\) is friction coefficient and \(g\) is gravitational acceleration). In this work, we assume our controller will result in small longitudinal acceleration and this criteria will be considered as a constraint in our optimal control problem in Sec. 8.3

Notice that the kinematic model in (8.1) represents a nonlinear nonaffine system. For our later usage, we assume that the slip angle \(\beta\) is constrained with a small angle assumption in our control design together, where we approximate \(\cos \beta = 1\) and \(\sin \beta = \beta\). Hence, (8.1) could be simplified as a nonlinear affine form as follows,

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\psi} \\
\dot{\nu}
\end{bmatrix} =
\begin{bmatrix}
v \cos \psi \\
v \sin \psi \\
0 \\
0
\end{bmatrix} +
\begin{bmatrix}
0 & -v \sin \psi \\
0 & v \cos \psi \\
0 & 0 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
a \\
\beta
\end{bmatrix}
\]

(8.2)
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This nonlinear affine model in (8.2) with inputs $a$ and $\beta$ will be used for our safety-critical control design. Input $\delta_f$ in (8.1) can be calculated through (8.1e).

### 8.2.2 Safety-Critical Control

Consider a nonlinear affine control system

$$\dot{x} = f(x) + g(x)u,$$  \hspace{1cm} (8.3)

where $x \in D \subset \mathbb{R}^n$, $u \in U \subset \mathbb{R}^m$ represent the system’s state and input, and $U$ is the admissible input set of the system, $f$ and $g$ are locally Lipschitz.

For this nonlinear affine system, we are interested in the system’s safety. For the same control system (8.3), we define a superlevel set $C \subset D \subset \mathbb{R}^n$ of a differentiable function $h : D \times \mathbb{R} \to \mathbb{R}$,

$$C = \{x \in \mathbb{R}^n : h(x,t) \geq 0\},$$  \hspace{1cm} (8.4)

and we refer to $C$ as a safe set. The function $h$ becomes a control barrier function (CBF) if it can satisfy the following condition [210]:

$$\sup_{u \in U} \left[ \frac{\partial h}{\partial t} + L_f h(x,t) + L_g h(x,t)u \right] \geq -\gamma h(x,t).$$  \hspace{1cm} (8.5)

When $h(x,t)$ is time-invariant, denoted as $h(x)$, then the condition above could be simplified [12] as follows,

$$\sup_{u \in U} [L_f h(x) + L_g h(x)u] \geq -\gamma h(x).$$  \hspace{1cm} (8.6)

The control barrier function guarantees the set invariance of $C$ for the system’s safety. Besides the system’s safety, we have a control Lyapunov function for the system’s stability, where a function $V : D \in \mathbb{R}^n \to \mathbb{R}_+$ is a control Lyapunov function (CLF) if (i) $V$ is positive definite and (ii) it can satisfy the following condition:

$$\inf_{u \in U} [L_f V(x) + L_g V(x)u] \leq -\alpha V(x).$$  \hspace{1cm} (8.7)

Notice that $\gamma$ and $\alpha$ in (8.5) and (8.7) could be generalized into extended class $K_{\infty}$ and $K$ functions, respectively; and we only treat them as linear functions with constant coefficients in this chapter.

To guarantee the system’s safety and achieve its control objective simultaneously, the control Lyapunov function and control barrier function can be unified as a quadratic program (CLF-CBF-QP) [9] and written as follows:

$$u(x) = \arg\min_{(u,\delta) \in \mathbb{R}^{m+1}} \frac{1}{2} u^T H(x)u + p\delta^2$$  \hspace{1cm} (8.8a)

s.t.  
$$L_f V(x) + L_g V(x)u \leq -\alpha V(x) + \delta$$  \hspace{1cm} (8.8b)

$$\frac{\partial h}{\partial t} + L_f h(x,t) + L_g h(x,t)u \geq -\gamma h(x,t)$$  \hspace{1cm} (8.8c)
where $H(\mathbf{x})$ is a positive definite matrix, and $\delta$ is a relaxation variable to make the CLF constraint become a soft constraint to mediate stability for safety, and $p$ is the penalty for this relaxation variable. This formulation will be used for our control design, which will be introduced in Sec. 8.3.

8.3 Control Design

After introducing the vehicle model and CLF-CBF-QP formulation, a safety-critical lane change controller will be presented in this section. The proposed controller is a finite state machine (FSM), where rule-based CLF-CBF-QP formulations are used to calculate the system’s optimal input. This FSM will be introduced in Sec. 8.3.1. Then we will present the safety-based conditions for switches of constraints in Sec. 8.3.2. Finally, details about the CLF-CBF-QP formulations will be shown in Sec. 8.3.3.

8.3.1 Finite State Machine

Figure 8.2 shows the proposed FSM. The FSM’s output is a state representing one of the following:

*Adaptive Cruise Control State - ACC:* The ego vehicle maintains a desired speed and follows a leading vehicle in its current lane at a safe distance.

*Left or Right Lane Change State - L or R:* The ego vehicle is expected to do a collision-free lane change maneuver to the left or right adjacent lane, respectively.

*Back to Current Lane From Left or Right State - BL or BR:* The ego vehicle drives back to its current lane to avoid a potential crash if a threat arises during a lane change maneuver.
Having presented the FSM’s state definitions, we next introduce the FSM’s input signals \((c, p, e)\) and reveal how they make the FSM switch between the above states.

**Command from High-Level Behaviour Planner** \((c)\): This indicates the high-level planner’s expected maneuver for the ego vehicle. Value 0 will set the controller in **ACC** state; value 1 or -1 will make the controller work in **L** or **R** state, respectively.

**Positional Information** - \((p)\): This represents the ego vehicle’s relative lateral position. Value 0 means the ego vehicle is in its current lane; if it moves across the edge between current and target lanes, \(p\) will change to 0.5; finally, when the ego vehicle is totally in its target lane for more than some duration of time, e.g. 1.5s, \(p\) will become 1, which represents the success of a lane change maneuver and will bring the controller back to **ACC** state.

**Traffic Environment Information** - \((e)\): This shows whether the ego vehicle can do a lane change maneuver under safety-critical constraints. When the CLF-CBF-QP formulation is in the **L** or **R** state and is numerically unsolvable due to a potential future collision, \(e\) will change from 1 to 0. When \(c\) is not 0 but \(e\) is 0, then if the FSM is in **ACC** state, it will continue working in this state; otherwise, as shown in Figure 8.2, the FSM will go back to **ACC** state via **BL** or **BR** state.

When \(c\)’s value is -1 or 1 but the ego vehicle is in **ACC** state, a predictive calculation as in (8.10) will be made to determine if the ego vehicle can get enough space for a lane change maneuver after accelerating to the speed limit. When the result shows this is possible, the speed limit will be the desired speed for **ACC** state and the ego vehicle will re-enter **L** or **R** state once the lane change CLF-CBF-QP is solvable.

These switches between different states implement the function of a planner in our proposed strategy. According to the input signals, the FSM will decide when is the best opportunity to do the lane change maneuver. Additionally, if this maneuver is interrupted, the FSM will drive the ego vehicle to change to its target lane again once it is safe.

### 8.3.2 Safety-Based Conditions for Switches of CBFs

In this section, we will show the continuity of the system’s safety under different CBF constraints. In our controller, the switches between different CBF constraints could happen when the FSM changes state or a CBF constraint is removed from the CLF-CBF-QP formulation (see Sec. 8.3.3). This asks the controller to guarantee the continuity of system’s safety. As shown in Figure 8.3, system’s CBF constraints before and after a switch can be described as safe sets \(\mathcal{C}_1\) and \(\mathcal{C}_2\), respectively. When \(h_2(x, t)\) replaces \(h_1(x, t)\) as the new CBF constraint, if the system’s state \(x\) is in the intersection of \(\mathcal{C}_1\) and \(\mathcal{C}_2\), the new barrier function \(h_2(x, t)\) will make the new safe set \(\mathcal{C}_2\) invariant after the switch, which will guarantee the system’s safety. This condition is used to design switches between different CBF constraints in this chapter.
8.3.3 Rule-Based CLF-CBF-QP Formulation

We now present the CLF-CBF-QP formulations in different FSM states. Firstly, we consider a typical lane change scenario as shown in Figure 8.4, where the red vehicle is our ego vehicle. In the controller, up to three vehicles will be selected as vehicles of interest (vehicles with letters in Figure 8.4): vehicle $fc$ represents the vehicle immediately in front of the ego vehicle in its current lane (blue vehicle in Figure 8.4); vehicle $bt$ represents the vehicle immediately behind the ego vehicle in the target lane (purple vehicle in Figure 8.4); vehicle $ft$ denotes the vehicle immediately in front of the ego vehicle in the target lane (yellow vehicle in Figure 8.4). Other surrounding vehicles like green ones in the Figure 8.4 will not be considered in the controller. The frame in Figure 8.4 is the inertial frame used in further discussion, which is called $E$.

Remark 8.2. In this work, we are interested in the safety-critical control of the autonomous lane change maneuver. To explore this problem, we assume the controller has access to accurate data of all surrounding vehicles. This could be done through Lidar, vision, radar, and ultrasonic sensors.
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Table 8.1: Notations and Symbols for control design.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_{fc} )</td>
<td>length of vehicle’s body that is in front of the c.g.</td>
</tr>
<tr>
<td>( l_{rc} )</td>
<td>length of vehicle’s body that is behind the c.g.</td>
</tr>
<tr>
<td>( w_{lc} )</td>
<td>width of vehicle’s body that is on the left of c.g.</td>
</tr>
<tr>
<td>( w_{rc} )</td>
<td>width of vehicle’s body that is on the right of c.g.</td>
</tr>
</tbody>
</table>

**Vehicle’s Dimension Data**

**Ego Vehicle’s Data**

\((x, y)\) coordinates of c.g. in frame \(E\)

\(v\) ego vehicle’s speed

\(\psi\) ego vehicle’s yaw angle

\(v_d\) ego vehicle’s desired speed

\(v_l\) ego vehicle’s speed limit of current scenario

\(a_l\) ego vehicle’s acceleration limit

\(\epsilon\) a safety factor between 0.1-1 (1 is safest)

**Other Vehicles’ Data**

\((x_k, y_k)\) coordinates of vehicle \(k\)’s c.g. in frame \(E\)

\(v_k\) vehicle \(k\)’s speed

\(a_k\) vehicle \(k\)’s acceleration

\(\Delta x_k\) time varying longitudinal distance between vehicle \(k\) and the ego vehicle, equal to \(|x - x_k| - l_{fc} - l_{rc}\).

\(\Delta y_k\) time varying lateral distance between vehicle \(k\) and the ego vehicle, equal to \(|y - y_k| - w_{rc} - w_{lc}\).

Table 8.1 shows notations that will be used for further discussion and the subscript \(k\) can represent \(fc, bt\) or \(ft\), which indicates the corresponding vehicle with respect to the ego vehicle.

**Remark 8.3.** The vehicle’s position, velocity or yaw angle information is a function of time. In order to simplify the notations for discussion, in this chapter, we omit time information in the notations. For example, \(v\) represents the speed of the ego vehicle at the current time.

We next present constraints used in the optimization problem, divided into two groups:

**Hard Constraints:** These represent the safety-critical relevant constraints. In our controller, these constraints are used to keep the ego vehicle at a safe distance from the surrounding vehicles, which is defined by us as \((1+\epsilon)\) times following vehicle’s speed. For example, if the ego vehicle changes its lane, the distance between it and the vehicle \(bt\) should be greater than \((1+\epsilon)v_{bt}\). Hard constraints should never be violated under any conditions and will be guaranteed through CBF constraints.

**Soft Constraints:** These introduce the control objectives related constraints. The control goals will only be achieved through CLFs when the hard constraints are satisfied, for example...
the speed or position of the ego vehicle. Through CLF constraints, it is possible to track a desired position without a reference trajectory.

Next we present details of the CLF-CBF-QP formulations in each FSM state.

For all FSM states, the following CLFs will be used to regulate the ego vehicle to track the desired speed $v_d$ and reach its lateral dynamics’ control objective:

\[
V_v(x) = (v - v_d)^2, \quad (8.9a)
\]
\[
V_y(x) = (y - y_l)^2, \quad (8.9b)
\]
\[
V_\psi(x) = \psi^2, \quad (8.9c)
\]

where $y_l$ is the y coordinate of current lane’s center line for states ACC, BL and BR or y coordinate of target lane’s center line for states L and R in frame $E$.

As mentioned in Sec. [8.3.1], if input $c$ is 1 or -1 but the FSM is in ACC state, a simple predictive calculation will be done to determine the ego vehicle’s desired speed by first computing the distances between the ego vehicle and the three vehicles of interest:

\[
\Delta x'_fc = \Delta x_{fc} + v_{fc} \frac{v_l - v}{a_l} - \frac{v^2_{fc} - v^2}{2a_l} - (1 + \epsilon)v, \quad (8.10a)
\]
\[
\Delta x'_ft = \Delta x_{ft} + v_{ft} \frac{v_l - v}{a_l} - \frac{v^2_{ft} - v^2}{2a_l} - (1 + \epsilon)v, \quad (8.10b)
\]
\[
\Delta x'_bt = \Delta x_{bt} - v_{bt} \frac{v_l - v}{a_l} + \frac{v^2_{bt} - v^2}{2a_l} - (1 + \epsilon)v_{bt}. \quad (8.10c)
\]

If all equations above are greater than 0, which means the ego vehicle will have enough space to change the lane through accelerating to the current scenario’s speed limit $v_l$, $v_l$ will become the new desired speed $v_d$ in ACC state; otherwise, the original desired speed $v_d$ will be used in ACC state.

**CBF in ACC state:** In this state, safety-critical control should keep the distance between the ego vehicle and vehicle $fc$ greater than a pre-defined value. We refer to the distance constraints and force based constraints in [9] and construct the following CBF:

\[
h_{fc}(x, t) = \begin{cases} 
\Delta x_{fc} - (1 + \epsilon)v - \frac{(v_{fc} - v)^2}{2a_l} & \text{if } v \geq v_{fc} \\
\Delta x_{fc} - (1 + \epsilon)v & \text{else}
\end{cases} \quad (8.11)
\]

If the ego vehicle is faster than its leading vehicle $fc$, the traveling distance during deceleration process will be considered in the $h_{fc}(x, t)$. Otherwise, $h_{fc}(x, t) \geq 0$ indicates the ego vehicle meets the safety-critical requirement directly. Converting this CBF into its corresponding constraint in the CLF-CBF-QP formulation will guarantee $h_{fc}(x, t)$ always greater than 0. This condition will also be used for similar expressions later.
CBFs in L or R state: In this state, all three vehicles of interest should be considered in the safety-critical control design. Following CBFs will be constructed:

\[
\begin{align*}
    h_{fc}(x,t) &= \begin{cases} 
    \Delta x_{fc}(1 + \epsilon)v - \frac{(v_{fc} - v)^2}{2a_l} & \text{if } v \geq v_{fc} \\
    \Delta x_{fc}(1 + \epsilon)v & \text{else}
    \end{cases} \\
    h_{ft}(x,t) &= \begin{cases} 
    \Delta x_{ft}(1 + \epsilon)v - \frac{(v_{ft} - v)^2}{2a_l} & \text{if } v \geq v_{ft} \\
    \Delta x_{ft}(1 + \epsilon)v & \text{else}
    \end{cases} \\
    h_{bt}(x,t) &= \begin{cases} 
    \Delta x_{bt} - \frac{(v_{bt} - v)^2}{2a_l} & \text{if } v_{bt} \geq v \\
    \Delta x_{bt} - (1 + \epsilon)v & \text{else}
    \end{cases}
\end{align*}
\]

Similarly to the (8.11), (8.12c) can be used to keep a safe distance between the ego vehicle and vehicle \( bt \) (or after the ego vehicle accelerates to the same speed as vehicle \( bt \)). Additionally, during a lane change maneuver, after the ego vehicle changes to its target lane, vehicle \( fc \) and \( bt \) will no longer be the vehicles of interest. Therefore, \( h_{fc}(x,t) \) and \( h_{bt}(x,t) \) will not be used if the ego vehicle is totally in its target lane.

CBFs in BL or BR state: In this state, since the ego vehicle will go back to its current lane, it should keep a safe distance from vehicle \( fc \) by using the CBF as in (8.13a). More importantly, hard constraints should be used to prevent a potential crash with interrupted vehicles, which can be either vehicle \( ft \) or \( bt \). Equations (8.13b) and (8.13c) are used to prevent a crash in both longitudinal and lateral directions (if the vehicle \( ft \) or \( bt \) is overlapping with the ego vehicle longitudinally). Following CBFs are used in this case:

\[
\begin{align*}
    h_{fc}(x,t) &= \begin{cases} 
    \Delta x_{fc}(1 + \epsilon)v - \frac{(v_{fc} - v)^2}{2a_l} & \text{if } v \geq v_{fc} \\
    \Delta x_{fc}(1 + \epsilon)v & \text{else}
    \end{cases} \\
    h_{ft}(x,t) &= \begin{cases} 
    \Delta x_{ft} - \frac{(v_{ft} - v)^2}{2a_l} & \text{if } \Delta x_{ft} \geq 0, \ v_{ft} \geq v \\
    \Delta x_{ft} - 0.1\epsilon & \text{if } \Delta x_{ft} \geq 0, \ v_{ft} < v
    \end{cases} \\
    h_{bt}(x,t) &= \begin{cases} 
    \Delta x_{bt} - \frac{(v_{bt} - v)^2}{2a_l} & \text{if } \Delta x_{bt} \geq 0, \ v_{bt} \geq v \\
    \Delta x_{bt} - \epsilon & \text{if } \Delta x_{bt} \geq 0, \ v_{bt} < v
    \end{cases}
\end{align*}
\]

Remark 8.4. For the switches between different FSM states, we take the change from \( L \) to \( ACC \) state as an example to show the continuity of the system’s safety under different CBF constraints. We assume that the ego vehicle does a left lane change maneuver and only vehicle \( fc \), \( ft \) exist. The corresponding safe sets of CBF (8.12a) and (8.12b) are called \( C_{fc} \) and \( C_{ft} \), respectively. In \( L \) state, the ego vehicle’s state \( x \) is in the intersections of these two sets. When the FSM enters \( ACC \) state, CBF (8.11) will be the only hard constraint in the
controller, which will build the same safe set as $C_{ft}$ since vehicle $ft$ becomes the new leading vehicle. In this case, the intersection of sets $C_{ft}$ and $C_{fc}$ is the subset of $C_{ft}$, which meets the proposed safety-based conditions for switches of CBF constraints in Sec. 8.3.2.

Finally, the system’s optimal input will be calculated through a quadratic program, where the CLFs and CBFs in different states will be used to construct the constraints,

$$ u = \text{argmin} \left[ u \delta_v \delta_y \delta_\psi \right]^{T} \in \mathbb{R}^{5} $$

$$ s.t. \quad L_f V_j(x) + L_g V_j(x)u \leq -\alpha_j V_j(x) + \delta_j $$

$$ \frac{\partial h_k(x, t)}{\partial t} + L_f h_k(x, t) + L_g h_k(x, t)u \geq -\gamma_k h_k(x, t) $$

where $j$ can represent subscript $v, y$ or $\psi$ and $k$ can denote subscript $fc, ft$ or $bt$. $f$ and $g$ are corresponding items in nonlinear affine kinematic bicycle model (8.2). According to the FSM’s current state, different combinations of CBFs and CLFs will be used for the optimization problem (8.14). This quadratic program carries a low computational cost, which makes the controller work at a high update frequency.

**Remark 8.5.** Notice that the barrier functions used in this chapter are time-varying functions. When we construct the CBF constraints in (8.14), we must use surrounding vehicle’s time-varying speed and acceleration information to calculate corresponding partial derivatives.

### 8.4 Results

Having introduced the ruled-based safety-critical lane change controller, we will validate our algorithm through numerical simulations in this section. Simulations are also illustrated in a supplement video. The controller is simulated to work at an update rate of 100Hz and parameters in Table 8.2 will be used.

As discussed in Remark 8.1, we apply constraints on the system’s input to satisfy the requirement of the kinematic bicycle model and physical limitations of the ego vehicle, which are shown in Table 8.3.

#### 8.4.1 Simulation with Pre-designed Typical Scenarios

To evaluate our controller’s performance, we test the algorithm on the ego vehicle in the following pre-designed typical scenarios, which can be used to mimic most driving scenes. For these scenarios, our ego vehicle is simulated to start from initial position $(x(0), y(0)) = (0m, 1.75m)$ with an initial speed $v(0) = 27.5m/s$ and the target lane is the adjacent one.

[https://youtu.be/icmy9u2a4z4]
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Table 8.2: Vehicle parameters and control hyperparameters.

<table>
<thead>
<tr>
<th>Vehicle Parameter</th>
<th>Hyperparameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_f$</td>
<td>1.11m</td>
</tr>
<tr>
<td>$l_r$</td>
<td>1.74m</td>
</tr>
<tr>
<td>$l_{fc}$</td>
<td>2.75m</td>
</tr>
<tr>
<td>$l_{rc}$</td>
<td>2.77m</td>
</tr>
<tr>
<td>$w_{lc}$</td>
<td>0.93m</td>
</tr>
<tr>
<td>$w_{rc}$</td>
<td>0.93m</td>
</tr>
<tr>
<td>$H$</td>
<td>$\begin{bmatrix} 0.01 &amp; 0 \ 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.5</td>
</tr>
<tr>
<td>$p_v$</td>
<td>0.1</td>
</tr>
<tr>
<td>$p_p$</td>
<td>15</td>
</tr>
<tr>
<td>$p_s$</td>
<td>400</td>
</tr>
<tr>
<td>$\alpha_v$</td>
<td>1.7</td>
</tr>
<tr>
<td>$\alpha_p$</td>
<td>0.8</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>12</td>
</tr>
<tr>
<td>$\gamma_{fc}$</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_{ft}$</td>
<td>1</td>
</tr>
<tr>
<td>$\gamma_{rt}$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 8.3: Vehicle input bounds.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td></td>
</tr>
<tr>
<td>$\dot{\beta}$</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td></td>
</tr>
<tr>
<td>$a_y$</td>
<td></td>
</tr>
<tr>
<td>minimum</td>
<td></td>
</tr>
<tr>
<td>maximum</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.4: Initial setups for lane change numerical simulations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Initial Position $(x_1(0), y_1(0))$</th>
<th>Constant Speed $v_1(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(55 m, 1.75 m)</td>
<td>22 m/s</td>
</tr>
<tr>
<td>2</td>
<td>(-15 m, 5.25 m)</td>
<td>19 m/s</td>
</tr>
<tr>
<td>3</td>
<td>(3 m, 8.75 m)</td>
<td>33 m/s</td>
</tr>
</tbody>
</table>

on the left. The width of each lane is 3.5m, the ego vehicle’s speed limit is $v_l = 33.33$ m/s and its desired speed is set as $v_d = 27.5$ m/s. Another surrounding vehicle is also simulated and it is initialized with a different position and constant speed in each simulation, shown in Table 8.4. This surrounding vehicle is set to stay on its original lane for first two simulations and it is required to change to the same target lane as the ego vehicle in the third one.

The numerical simulations of these scenarios are shown in Figure 8.5 by snapshots. The ego vehicle’s speed, front steering angle and FSM’s state are plotted in Figure 8.6.

Overtaking a slow leading vehicle occurs frequently and the first simulation is a simple example of this overtaking maneuver. The ego vehicle decelerates to keep away from the slow leading vehicle and changes the lane. Additionally, during the lane change maneuver, the ego vehicle should pay attention to the approaching vehicle in its target lane. Our controller is shown to guarantee the safety of both ego vehicle and this coming vehicle in our second simulation. The ego vehicle accelerates to gain enough space to change the lane. Finally, a dangerous scenario that may happen during a lane change maneuver is that two vehicles try to change to the same lane at the same time due to lack of observation before changing the lane. In the third simulation, the ego vehicle avoids the other vehicle by driving back to its current lane and then changes to its target lane once it is safe. Our ego vehicle is able to
(a) Simulation 1: ego vehicle overtakes a slow leading one.

(b) Simulation 2: a target lane’s surrounding vehicle approaches ego one.

(c) Simulation 3: ego vehicle avoids another surrounding vehicle.

Figure 8.5: Snapshots of three lane change simulations.

Figure 8.6: Ego vehicle’s speed, front steering angle and FSM’s state during simulations.
achieve the lane change maneuver and ensure its safety along the trajectory.

### 8.4.2 Simulations with Randomly Generated Tests

To show statistically the robustness of our control design in different environments, we also deploy tests with numerous driving scenarios with randomly generated surrounding vehicles. We will mimic highway and urban road environments where two groups of random scenarios will be generated. Notice that we adopt the suggested values of speed ranges and lane widths provided by US Federal Highway Administration (FHWA) [182] to generate two groups of random tests.

We can summarize the simulations’ basic settings of two groups as follows: only ego vehicle is equipped with our controller and will start from initial position \( x(0) = 0 \text{m} \) and \( y(0) \) is equal to the \( y \) coordinate of the initial lane’s center line in frame \( E \) with initial speed \( v(0) \), whose value is determined by the driving scenario. The target lane of the ego vehicle is the adjacent lane on the left. There will be six vehicles generated randomly around the ego vehicle. One vehicle (denoted as 1st vehicle) is in the initial lane and another four vehicles (denoted as 2nd to 5th vehicle, respectively) are in the ego vehicle’s target lane. These five vehicles will move with random initial speed and random acceleration. Finally, one vehicle (denoted as 6th vehicle) is simulated to be in the left adjacent lane of target lane. It will change to the same target lane with a constant speed and begin at a random position. All of above six surrounding vehicles have a vehicle speed lower bound and upper bound, which are determined by the corresponding scenario. Examples of randomly generated scenarios are shown in Figure 8.7, where red is the ego vehicle. Random tests’ relevant data are summarized in Table 8.5. We do 5000 simulations with a length of 60s for every scenario and a statistical analysis of our controller’s performance in urban roads and highway are shown in Table 8.6.

From the results, we find that more than 55% of the simulations finish the lane change maneuver under 60 seconds. Less than 0.5% of simulations fail to find a solution for the CLF-CBF-QP formulation. In other cases, the ego vehicle does not change to the target lane but meets all safety-critical requirements during the simulations. In order to explore the reasons of later two kinds of results, we look back on details of simulations. The randomly generated vehicles may move at a similar speed with the ego vehicle. Some of them in ego vehicle’s target lane have small longitudinal distance with the ego vehicle, which makes it impossible to change the lane (see Figure 8.7b). Our controller fails when a travelled vehicle, like vehicle \( ft \), passes “through” a slow moving vehicle since we don’t constraint the distance between normal vehicles in our simulator (see Figure 8.7c). When this happens, the slow vehicle becomes vehicle \( ft \) and the CBF (8.13b) consequently becomes negative, which will make the quadratic program infeasible. Note that vehicles passing “through” other vehicles will not occur in real life. Additionally, in the real world, drivers will respond to surrounding vehicle’s lane change maneuver to ensure the safety and avoid potential threats, for example, decelerate to keep away from cut-in vehicles. This kind of response is not considered in our random test, which makes it more challenging for the controller.
Table 8.5: Simulation setup for random tests for urban road and highway.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Values</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driving Lane’s Width</td>
<td>3m</td>
<td>3.6m</td>
</tr>
<tr>
<td>Ego Vehicle’s $v(0)$</td>
<td>13m/s</td>
<td>29m/s</td>
</tr>
<tr>
<td>Ego Vehicle’s $v_d$</td>
<td>13m/s</td>
<td>29m/s</td>
</tr>
<tr>
<td>Ego Vehicle’s $v_l$</td>
<td>16.67m/s</td>
<td>33.33m/s</td>
</tr>
<tr>
<td>1st vehicle’s $x_1(0)$ in $E$</td>
<td>[25m,40m]</td>
<td>[50m,65m]</td>
</tr>
<tr>
<td>2nd-5th vehicle’s $x_k(0)$ in $E$</td>
<td>[-50m,50m]</td>
<td>[-85m,85m]</td>
</tr>
<tr>
<td>6th vehicle’s $x_6(0)$ in $E$</td>
<td>[-50m,50m]</td>
<td>[-85m,85m]</td>
</tr>
<tr>
<td>1st-5th vehicle’s $v_k(0)$</td>
<td>[11m/s,15m/s]</td>
<td>[26m/s,32m/s]</td>
</tr>
<tr>
<td>1st-5th vehicle’s $a_k$</td>
<td>[-2m/s$^2$,2m/s$^2$]</td>
<td>[-3m/s$^2$,3m/s$^2$]</td>
</tr>
<tr>
<td>Speed lower and upper bound</td>
<td>[10m/s,16.67m/s]</td>
<td>[23m/s,33.33m/s]</td>
</tr>
</tbody>
</table>

Table 8.6: Simulation results of 5000 groups of lane-change simulations.

<table>
<thead>
<tr>
<th>Result</th>
<th>In City</th>
<th>On Highway</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change the lane successfully</td>
<td>62.46%</td>
<td>55.58%</td>
</tr>
<tr>
<td>Still in the current lane after 60s</td>
<td>37.06%</td>
<td>44.22%</td>
</tr>
<tr>
<td>CLF-CBF-QP formulation is not solvable</td>
<td>0.48%</td>
<td>0.20%</td>
</tr>
</tbody>
</table>

(a) The ego vehicle changes to its target lane in a randomly generated driving scenario successfully.

(b) The ego vehicle is still in its current lane after 60s since surrounding vehicles move with similar speed and the distance between them is small.

(c) The ego vehicle fails to do a lane change maneuver. A fast vehicle (yellow one) drives “through” a slow vehicle (one of the green ones). The change of vehicle $f_l$ in the controller makes the barrier function $h_{ft}(x,t)$’s value change suddenly. This scenario will not happen in real world.

Figure 8.7: Selected examples of randomly generated scenarios.
8.5 Discussion

In our proposed algorithm, we use a kinematic bicycle model with small angle assumption on the slip angle for control design. However, since the kinematic bicycle model is based on the zero slip angle assumption, it asks us to limit the ego vehicle’s lateral acceleration, which limits the controller’s performance. The small angle assumption also causes a mismatch between the real dynamics model and our approximated nonlinear affine dynamics model. Therefore, it is desirable to explore the use of a nonlinear non-affine dynamic bicycle model in the future work. Besides, in this work, we assume the perception system is able to sense surrounding environment accurately and the controller can receive the sensors’ measurements without time delay. To enhance the performance of our safety-critical controller, we need to incorporate a state estimator and introduce a safety margin for the noisy data from distance estimation between the ego vehicle and surrounding ones. The communication time cost between sensors and controller should also be considered in the future work.

8.6 Chapter Summary

In this chapter, we presented a safety-critical lane change control design using rule-based CLF-CBF-QP formulation. Utilizing a FSM, we divide a lane change maneuver into different states, which allows the proposed strategy to function as both a planner and a controller. A quadratic program based safety-critical control is applied to achieve optimal lane change motion while guaranteeing safety. We tested the proposed control design using three pre-designed typical driving scenarios and 5000 randomly generated tests in different scenarios to show the effectiveness and robustness.

In this chapter, we focused on the finite state machine approach for motion planning in autonomous driving problems. In the next chapter, we will discuss how parallelism together with control barrier functions can enhance the performance about autonomous racing problems.
Chapter 9

Autonomous Racing using Control Barrier Functions with Parallel Computation for Trajectory Generation

9.1 Introduction

9.1.1 Motivation

Recently, autonomous racing is an active subtopic in the field of autonomous driving research. In autonomous racing, the ego car is required to drive along a specific track with an aggressive behavior, such that it is capable of competing with other agents on the same track. By overtaking other leading vehicles and moving ahead, the ego vehicle can finish the racing competition with a smaller lap time. While the behavior of overtaking other vehicles has been studied in autonomous driving on public roads, however, these techniques are not effective on a race track. This is because autonomous vehicles are guided by dedicated lanes on public roads to succeed in lane follow and lane change behaviors, while the racing vehicles compete in the limited-width tracks without guidance from well-defined lanes. Existing work focuses on a variety of algorithms for autonomous racing, but most of them could not provide a time-optimal behavior with high update frequency in the presence of other moving agents on the race track. In order to generate racing behaviors for the ego racing car, we propose a racing algorithm for planning and control that enables the ego vehicle to maintain time-optimal maneuvers in the absence of local vehicles, and fast overtake maneuvers when local vehicles exist, as shown in Figure 9.1.

7The material of this chapter is from “Autonomous racing with multiple vehicles using a parallelized optimization with safety guarantee using control barrier functions” published in 2022 IEEE International Conference on Robotics and Automation (ICRA) 73.
9.1.2 Related Work

In recent years, researchers have been focusing on planning and control for autonomous driving on public roads. For competitive scenarios like autonomous lane change or lane merge, both model-based methods [166] and learning-based methods [220] have been demonstrated to generate the ego vehicle’s desired trajectory. Similarly, control using model-based methods [192, 74, 123] and learning-based methods [106] has also been developed. However, the criteria to evaluate planning and control performance are different for car racing compared to autonomous driving on public roads. For autonomous racing [121], when the ego racing car competes with other surrounding vehicles, most on-road traffic rules are not effective. Instead of maneuvers that offer a smooth and safe ride, aggressive maneuvers that push the vehicle to its dynamics limit [148] or even beyond its dynamics limit [67] are sought to win the race. In order to quickly overtake surrounding vehicles, overtake maneuvers with tiny distances between the cars and large orientation changes are needed. Moreover, due to the bigger slip angle caused by changing the steering orientation more quickly during racing, more accurate dynamical models should be used for autonomous racing planning and control design. We next enumerate the related work in several specific areas.

9.1.2.1 Planning Algorithms

For autonomous racing, the planner is desired to generate a time-optimal trajectory. Although some work using convex optimization problems [117, 97, 25, 31, 75, 180, 4] or Bayesian optimization (BO) [89] reduces the ego vehicle’s lap time impressively, either no obstacles [97, 25, 31, 75, 180, 4, 89] or only static obstacles [117] are assumed to be on the track. When moving vehicles exist on the track, nonlinear dynamic programming (NLP)
Table 9.1: A comparison of recent work on autonomous racing and their attributes.
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51, graph-search 181 and game theory 118, 198, 94 based approaches have demonstrated their capabilities to generate collision-free trajectories. Additionally, in order to improve the chance of overtaking, offline policies are learnt for the overtake maneuvers at different portions of a specific track 21. However, these approaches don’t solve all challenges. For instance, work in 51, 198, 94, 21 does not take lap timing enhancement into account. In 181, the ego vehicle is assumed to compete on a straight track with one constant-speed surrounding vehicle. These assumptions are relatively simple for a real car racing competition. In 118, it is assumed that the planner knows the other vehicle’s strategy and the complexity of the planner increases excessively when multiple vehicles compete with each other on the track.

9.1.2.2 Control Algorithms

Researchers focus on enhancing performance of the ego vehicle by achieving its speed and steering limits through better control design, e.g., obtaining the optimal lap time by driving fast. The majority of existing work focuses on developing controllers with no other vehicles on the track. The learning-based controllers 161, 95, 98, 199 leverage the control input bounds to achieve optimal performance in iterative tasks. Model-free methods like Bayesian optimization (BO) 140, Gaussian processes (GPs) 78, deep neural networks (DNN) 146, 197 and deep reinforcement learning (DRL) 153, 59 have also been exploited to develop controllers that result in agile maneuvers for the ego car. To deal with other surrounding vehicles, DRL has also been used in 176 to control the ego vehicle during overtake maneuvers. Recently, model predictive based controllers (MPC) with nonlinear obstacle avoidance constraints have become popular to help the ego vehicle avoid other vehicles in the free space. A nonconvex nonlinear optimization based controller is implemented in 162 to help the ego vehicle avoid static obstacles. Researchers in 111 use mixed-integer quadratic programs (MIQP) to help the ego vehicle compete with one moving vehicle. In 29, GPs was applied to formulate the distance constraints of a stochastic MPC controller with a kinematic bicycle model. However, large slip angles under aggressive maneuvers will cause a mismatch between real dynamics model and the kinematic model used in the controller, resulting in the controller being unable to guarantee the system’s safety in some cases. In 224, a safety-critical control design by using control barrier functions is proposed to generate a collision-free trajectory without a high-level planner, where infeasibility could arise due to the high nonlinearity of the optimization problem. Moreover, due to the lack of a trajectory planner, deadlock could happen very often during overtake maneuvers, such as in 224, 29. A comparison of various approaches and their features are enumerated in Table 9.1.

As mentioned above, all the previous work on planning and control design for autonomous racing could not enhance the lap timing performance and simultaneously compete with multiple vehicles. Inspired by the work on iterative learning-based control and optimization-based planning, we propose a novel racing strategy to resolve the challenges mentioned above with a steady low computational complexity.
9.1.3 Contribution

The contributions of this chapter are as follows:

- We present an autonomous racing strategy that switches between a learning-based MPC trajectory planner (in the absence of surrounding vehicles) and optimization-based homotopic trajectory planner with a low-level safety-critical controller (when the ego vehicle competes with surrounding vehicles).

- The learning-based MPC approach guarantees time-optimal performance in the absence of surrounding vehicles. When the ego vehicle competes with surrounding vehicles, multiple homotopic trajectories are optimized in parallel with different geometric reference paths and the best time-optimal trajectory is selected to be tracked with an optimization-based controller with obstacle avoidance constraints.

- We validate the robust performance together with steady low computational complexity of our racing strategy in numerical simulations where randomly moving vehicles are generated on a simulated race track. It is shown that our proposed strategy allows the ego vehicle to succeed in overtaking tasks without deadlock when there are multiple vehicles moving around the ego vehicle. We also demonstrate that our strategy would work for various racing environments.

9.2 Background

In this section, we revisit the vehicle model and learning-based MPC for iterative tasks. The learning-based MPC will be used as the trajectory planner when no surrounding vehicles exist.
CHAPTER 9. AUTONOMOUS RACING USING CONTROL BARRIER FUNCTIONS WITH PARALLEL COMPUTATION FOR TRAJECTORY GENERATION

9.2.1 Vehicle Model

In this work, we use a dynamic bicycle model with decoupled Pacejka tire model under Frenet coordinates. The system dynamics is described as follows,

\[ \dot{x} = f(x, u), \]  

(9.1)

where \( x \) and \( u \) show the state and input of the vehicle, \( f \) is a nonlinear dynamic bicycle model in [150]. The definition of state and input is as follows,

\[ x = [v_x, v_y, \omega_z, e_\psi, s_c, e_y]^T, \quad u = [a, \delta]^T, \]  

(9.2)

where acceleration at vehicle’s center of gravity \( a \) and steering angle \( \delta \) are the system’s inputs. \( s_c \) denotes the curvilinear distance travelled along the track’s center line, \( e_y \) and \( e_\psi \) show the deviation distance and heading angle error between vehicle and center line. \( v_x, v_y \) and \( \omega_z \) are the longitudinal velocity, lateral velocity and yaw rate, respectively.

In this chapter, this model \( (9.1) \) is applied for precise numerical simulation using Euler discretization with sampling time 0.001s (1000Hz). Through linear regression from the simulated reference path, an affine time-invariant model as below,

\[ x_{t+1} = A(\bar{x})x_t + B(\bar{x})u_t \]  

(9.3)

will be used in the trajectory planner to avoid excessive complexity from nonlinear optimization, where \( \bar{x} \) represents the equilibrium point for linearized dynamics. On the other hand, an affine time-varying model as below,

\[ x_{t+1} = A_t(\bar{x}_k)x_t + B_t(\bar{x}_k)u_t + C_t(\bar{x}_k) \]  

(9.4)

where matrices \( A_t(\bar{x}_k) \), \( B_t(\bar{x}_k) \), and \( C_t(\bar{x}_k) \) are obtained at local equilibrium point \( \bar{x}_k \) on reference trajectory with iterative data which is close to \( x_t \). The dynamics \( (9.4) \) will be used on racing controller design for better tracking performance.

9.2.2 Iterative Learning Control

A learning-based MPC [161], which improves the ego vehicle’s lap timing performance through iterative tasks, will be used in this chapter. This has the following components:

9.2.2.1 Data Collection

The learning-based MPC optimizes the lap timing through historical states and inputs from iterative tasks. To collect initial data, a simple tracking controller like PID or MPC can be used for the first several laps. During the data collection process, after the \( j \)-th iteration (lap), the controller will store the ego vehicle’s closed-loop states and inputs as vectors. Meanwhile, through offline calculation, every point of this iteration will be associated with a cost, which describes the time to finish the lap from this point.
9.2.2.2 Online Optimization

After the initial laps, the learning-based MPC optimizes the vehicle’s behavior based on collected data. At each time step, the terminal constraint is formulated as a convex set (green convex hull in Figure 9.3). This convex set includes the states that can drive the ego vehicle to the finish line in the previous laps. By constructing the cost function to create a minimum-time problem, an open-loop optimized trajectory can be generated. Since the cost function is based on the previous states’ timing data, the vehicle is able to drive to the finish line with time that is no greater than the time from the same position during previous laps. As a result, the ego vehicle will reach the time-optimal performance after several laps.

More details of this method can be found in [161]. In our work, this approach will be used for trajectory planning when the ego vehicle has no surrounding vehicles. This helps with better lap timing without surrounding vehicles. Notice that the data for iterative learning control will be collected through offline simulation with no obstacles on the track, as shown in Figure 9.2.

9.3 Racing Algorithm

After introducing the background of vehicle modeling and learning-based MPC, we will present an autonomous racing strategy that can help the ego vehicle enhance lap timing performance while overtaking other moving vehicles.

9.3.1 Autonomous Racing Strategy

There are two tasks in autonomous racing: enhancing the lap timing performance and competing with other vehicles. To deal with these two problems, our proposed strategy will switch between two different planning strategies. When there are no surrounding vehicles, trajectory planning with learning-based MPC is used to enhance the timing performance through historical data. Once the leading vehicles are close enough, an optimization-based trajectory planner optimizes several homotopic trajectories in parallel and the collision-free
optimal trajectory is selected with an optimal-time criteria, which will be tracked by a low-level MPC controller. By adding obstacle avoidance constraints to the low-level controller, it has the ability to guarantee the system’s safety. The racing strategy is summarized in Figure 9.2.

9.3.2 Overtaking Planner

To determine if a surrounding vehicle is in the ego vehicle’s range of overtaking, following condition must be satisfied:

\[-\epsilon l \leq s_{c,i} - s_c \leq \epsilon l + \gamma |v_x - v_{x,i}|\]  

(9.5)

where \(s_c\) and \(s_{c,i}\) are ego vehicle’s and \(i\)-th surrounding vehicle’s traveling distance, \(v_x\) and \(v_{x,i}\) are ego vehicle’s and \(i\)-th surrounding vehicle’s longitudinal speed. \(l\) indicates the vehicle’s length. \(\epsilon\) and \(\gamma\) are safety-margin factor and prediction factor which we can tune for different performance.

As shown in Figure 9.4, when there are \(n\) vehicles in the ego vehicle’s range of overtaking, there exists \((n+1)\) potential areas, each leading to paths with a different homotopy, that the ego vehicle can use to overtake these surrounding vehicles. These areas are the one below the \(n\)-th vehicle, the one above the 1st vehicle, and the ones between each group of adjacent vehicles. \(n+1\) groups of optimization-based trajectory planning problems are solved in parallel, enabling steady low computational complexity even when competing with different numbers of surrounding vehicles. To reduce each optimization problem’s computational complexity through fast convergence, geometric paths with a distinct homotopy class that laterally lay between vehicles or vehicle and track boundary (black dashed curves in Figure 9.4) are used as reference paths in the optimization problems. By comparing the optimization problems’ costs, the optimal trajectory is selected from \(n + 1\) optimized solutions. For example, as the case shown in Figure 9.4, the dashed orange line in Area 2 will be selected since it avoids surrounding vehicles and finishes overtake maneuver with smaller time. The function to
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(a) Control points for the Bezier-curve next to the track boundary.

(b) Control points for the Bezier-curve between two adjacent vehicles.

Figure 9.5: Third order Bezier-curves (dashed black lines) and their control points (blue points) for two different cases.

Figure 9.6: One typical scenario where the reference Bezier-curve has a conflict with the surrounding vehicle when approaching with a large lateral difference.

minimize during the selection is shown as follows,

\[
J_s(x_t) = \min_{x_t} -K_s(s_{c_{t+N}} - s_{c_{t}}) - \sum_{k=1}^{N_p} \left( (s_{c_{t+k}} - s_{c_{i+k}})^2 + (e_{y_{t+k}} - e_{y_{i+k}})^2 - l^2 - d^2 \right) + b
\]  

(9.6)

where \(K_s\) is a scalar used in metric for timing and \(b\) is a non-zero penalty cost if the new potential area of overtaking is different from the area of overtaking in the last time step.

A bigger value of \(K_s\) is applied such that the ego vehicle is optimized to reach a farther point during the overtake maneuver, which results in a shorter overtaking time since the planer’s prediction horizon and sampling time are fixed. Additionally, the other terms in (9.6) prevents the ego vehicle from changing direction abruptly during an overtake maneuver and guarantees the ego vehicle’s safety.

Bezier-curves are widely used in path planning algorithms in autonomous driving research because it is easy to tune and formulate. Third-order Bezier-curves are used in
this work. Each Bezier-curve is interpolated from four control points, including shared start and end points with two additional intermediate points, shown in Figure 9.5. Specifically, the start point for the Bezier curve is the ego vehicle’s current position and end point is on the time-optimal trajectory generated from learning-based MPC planner. The selection of end point makes vehicle’s state as close as possible to the time-optimal trajectory after overtake behavior. To make all curves smoother and have no or fewer conflicts with surrounding vehicles, the other two control points will be between the track’s boundary and vehicle for Areas 1 and n+1, shown Figure 9.5a, or between two adjacent vehicles, shown in Figure 9.5b. These two intermediate control points will have the same lateral deviation from the center line. The key advantage of our selection of control points is that the interpolated geometric curve won’t cross the connected lines between control points with its convexity, shown in Figure 9.5. This property makes our reference paths collision-free with respect to surrounding vehicles in most cases, which speeds up the computational time of the trajectory generation at each area.

Remark 9.1. In order to avoid mixed-integer and nonlinear optimizations to speed up computation, the planners are separated into (a) the overtaking planner that generates different homotopic reference paths; and (b) trajectory generator that generates dynamically-feasible and collision-free trajectories (in parallel) based on the generated homotopic reference paths. The overtaking planner generates potential reference geometric paths for obstacle avoidance by choosing control points of the Bezier curves in different homotopic regions. However, this does not guarantee the reference path is collision free. For instance, when the ego vehicle is approaching other surrounding vehicles with a big lateral difference (see Figure 9.6), the Bezier-curve path used in the planner might not be collision-free with other surrounding vehicles (while the Bezier control points are.) The parallelized trajectory optimizer then runs multiple trajectory optimizations in parallel for each homotopy class, warm starting from the corresponding Bezier curve. One of the generated dynamically-feasible and collision-free trajectories is then chosen to be sent to the overtaking controller.

The details of the optimization formulation for trajectory generation will be illustrated in the next section.

9.3.3 Trajectory Generation

After illustrating the planing strategy, this subsection will show the details about the optimization problem used for trajectory generation for each potential area with different homotopic paths that the ego vehicle can use to overtake the surrounding vehicles.
The optimization problem is formulated as follows,

\[
\begin{align*}
\text{argmin} & \quad p(x_{t+N[p]}|t) + \sum_{k=0}^{N_p-1} q(x_{t+k}|t) \\
& + \sum_{k=1}^{N_p-1} r(x_{t+k}|t, u_{t+k}|t, x_{t+k-1}|t, u_{t+k-1}|t) \\
\text{s.t.} & \quad x_{t+k+1}|t = Ax_{t+k}|t + Bu_{t+k}|t, \quad k = 0, ..., N_p-1 \\
& \quad x_{t+k+1}|t \in \mathcal{X}, u_{t+k}|t \in \mathcal{U}, \quad k = 0, ..., N_p-1 \\
& \quad x_{t}|t = x_{t}, \\
& \quad g(x_{t+k+1}|t) \geq d + \epsilon, \quad k = 0, ..., N_p-1
\end{align*}
\]  

(9.7a)

where (9.7b), (9.7c), (9.7d) are constraints for system dynamics, state/input bounds and initial condition. The system dynamics constraint describes the affine linearized model described in (9.3). The cost function (9.7a) is composed with three parts along the horizon length \(N_p\), the terminal cost \(p(x_{t+N[p]}|t)\), the stage cost \(q(x_{t+k}|t)\) and the state/input changing rate cost \(r(x_{t+k}|t, u_{t+k}|t)\). The construction of cost function and constraints in the optimization will be presented in detail in the following subsections.

9.3.3.1 Terminal Cost

Terminal cost is related to the ego vehicle’s traveling distance along the track during overtaking process:

\[
p(x_{t+N[p]}|t) = K_d(s_{ct+N[p]}|t - s_{ct})
\]

(9.8)

This compares the open-loop predicted traveling distance at the \(N\)-th step \(s_{ct+N[p]}|t\) with the ego vehicle’s current traveling distance \(s_{ct}\). This works as the cost metric for timing during the overtaking process.

9.3.3.2 Stage Cost

The stage cost introduces the lateral position differences between the open-loop predicted trajectory and other two paths along the horizon:

\[
q(x_{t+k}|t) = ||x_{t+k}|t - x_R(s_{ck})||^2_{Q_1} + ||x_{t+k}|t - x_T(s_{ck})||^2_{Q_2}
\]

(9.9)

Here \(x_R\) and \(x_T\) are the reference path and time-optimal trajectory in Frenet coordinates. The time-optimal trajectory is generated by the learning-based MPC trajectory planner used on a track without other agents, as discussed in Sec. 9.2.2. \(s_{ck}\) is an initial guess for the traveling distance at the \(k\)-th step, which is equal to \(s_{ck} = s_{ct} + v x_t, \Delta t\), where a constant longitudinal speed is assumed along the prediction horizon.
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9.3.3.3 State/Input Changing Rate Cost

To make the predicted trajectory smoother, the state/input changing rate cost $r(x_{t+k|t}, u_{t+k|t})$ is formulated as follows:

$$r(x_{t+k|t}, u_{t+k|t}, x_{t+k-1|t}, u_{t+k-1|t}) = \|x_{t+k|t} - x_{t+k-1|t}\|^2_{R_1} + \|u_{t+k|t} - u_{t+k-1|t}\|^2_{R_2} \tag{9.10}$$

9.3.3.4 Obstacle Avoidance Constraint

In order to generate a collision-free trajectory, collision avoidance constraint (9.7e) is added in the optimization problem. To reduce computational complexity, only linear lateral position constraint will be added when the ego vehicle overlaps with other vehicles longitudinally. $|s_c(t) + v_c(t)k\Delta t - s_{c,i}(t + k)| < l + \epsilon$ will be used to check if the ego vehicle is overlapping with other vehicle longitudinally along the horizon. In (9.7e), $g(x) = |e_{x,y,i} - e_{x,y}|$ shows the lateral position difference, $l$ and $d$ are the vehicle’s length and width, $\epsilon$ is a safe margin.

After parallel computation, the optimized trajectory $x_{t:t+N|t}$ with the minimum cost $J_s(x_t)$ discussed in (9.6) will be selected from $n + 1$ groups of optimization problems. It will be tracked by the MPC controller introduced in 9.3.4.

9.3.4 Overtaking Controller

After introducing the algorithm for trajectory generation, a low-level tracking controller with model predictive control used for overtaking will be discussed in this part. The constrained optimization problem is described as follows:

$$\arg\min \sum_{k=0}^{N_c-1} \bar{q}\left(\bar{x}_{t+k|t}, \bar{u}_{t+k|t}\right) + p\omega(1 - \omega_k)^2 \tag{9.11a}$$

s.t. $\bar{x}_{t+k|t} = A_{t+k|t}\bar{x}_{t+k|t} + B_{t+k|t}\bar{u}_{t+k|t}$

+ $C_{t+k|t}, \quad k = 0, ..., N_c-1$

$\bar{x}_{t+k+1|t} \in \mathcal{X}, \bar{u}_{t+k|t} \in \mathcal{U}, \quad k = 0, ..., N_c-1$ \tag{9.11b}

$\bar{x}_{t|t} = \bar{x}_t$, \tag{9.11c}

$h(\bar{x}_{t+k+1|t}) \geq \gamma \omega_k h(\bar{x}_{t+k|t}), \quad k = 0, ..., N_c-1$ \tag{9.11d}

where (9.11b), (9.11c), (9.11d) describe the constraints for system dynamics (9.4), input/state bounds and initial conditions, respectively. The $\bar{q}(\bar{x}_{t+k|t}, \bar{u}_{t+k|t}) = \|\bar{x}_{t+k|t} - x_{t+k|t}\|^2_{Q_1} + \|\bar{u}_{t+k|t}\|^2_{R_2}$ represents the stage cost, which tracks the desired trajectory $x_{t:t+N|t}$ optimized by the trajectory planner. Equation (9.11e) with $0 < \gamma < 1$ represents discrete-time control barrier function constraints [223] with relaxation ratio $\omega_k$ for feasibility [226], which could guarantee the system’s safety by guaranteeing $h(\bar{x}_{t+k|t}) > 0$ along the horizon with forward invariance. In this project, $h(\bar{x}_{t+k|t}) = (\tilde{s}_{c,i} - \tilde{s}_c)^2 + (\tilde{e}_{y,i} - \tilde{e}_y)^2 - l^2 - d^2$ is used to represent the distance between the ego vehicle and other vehicles. The optimization (4.10) allows us to find the optimal control $u^*_t = \bar{u}_{t|t}$ in a manner similar to MPC.
Remark 9.2. Notice that (9.7) uses a distance constraint for obstacle avoidance while (4.10) uses control barrier functions. The reason why we don’t combine these optimizations into one under dynamics (9.11b) is that this cascaded approach for trajectory generation and control is shown to be more computationally efficient and less likely to generate deadlock behavior.

9.4 Results

Having illustrated our autonomous racing strategy in the previous section, we now show the performance of proposed algorithm. The setup and results of numerical simulations will be presented in the following part.

9.4.1 Simulation Setup

In all simulations, all vehicles are 1:10 scale RC cars with a length of 0.4m and a width of 0.2m. Other vehicles drive along trajectories with fixed lateral deviation from track’s center line. The track’s width is set to 2 m. The horizon lengths for trajectory planner and controller are $N_p = 12$, $N_c = 10$ and shared discretization time $\Delta t = 0.1s$. In our custom-designed simulator, both state and input noises are considered. Surrounding vehicles’ speed and position information is used for trajectory generation. However, no interaction between the ego vehicle and other surrounding vehicles is included.

The optimization problems (9.7) and (4.10) are implemented in Python with CasADi [14] used as modeling language, are solved with IPOPT [22] on Ubuntu 18.04 on a laptop with a CPU i7-9850 processor at a 2.6Ghz clock rate.

9.4.2 Racing With Other Vehicles

Snapshots shown in Figure 9.7 illustrate examples of the overtaking behavior in both straight and curvy track segments when competing with other vehicles. When the ego vehicle competes with three surrounding vehicles, it could overtake them on one side of all vehicles (Figure 9.7a) or between them (Figure 9.7b). The animations of more challenging overtaking behavior can be found at [https://youtu.be/1zTXfzdQ8w4](https://youtu.be/1zTXfzdQ8w4). As shown in Table 9.1, the proposed racing planner could update at 25 Hz and could help the ego vehicle overtake multiple moving vehicles. By switching to a trajectory planning based on learning-based MPC, the ego vehicle is able to reach its speed and steering limit when there are no surrounding vehicles.

To better analyze the performance and limitations of our autonomous racing strategy in different scenarios, random tests are introduced under two groups. The first group of simulation aims to show the overtaking time for passing one leading vehicle with different speeds, and statistical results are summarized in Table 9.2. We can observe that when the surrounding vehicles’ speed reaches between 1.2m/s and 1.6m/s, much more time is needed for the ego vehicle to overtake the leading vehicle. This is because as the leading vehicle’s
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(a) Overtaking snapshots on curvy track segment. Other surrounding vehicles move at 1.3 m/s, 1.3 m/s and 1.35 m/s.
(b) Overtaking snapshots on straight track segment. Other surrounding vehicles all move at 1.2 m/s.

Figure 9.7: Snapshots from simulation of the overtaking behavior.

<table>
<thead>
<tr>
<th>Speed Range [m/s]</th>
<th>0 - 0.4</th>
<th>0.4 - 0.8</th>
<th>0.8 - 1.2</th>
<th>1.2 - 1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean [s]</td>
<td>1.613</td>
<td>2.312</td>
<td>3.857</td>
<td>13.095</td>
</tr>
<tr>
<td>min [s]</td>
<td>0.8</td>
<td>1.2</td>
<td>1.8</td>
<td>3.5</td>
</tr>
<tr>
<td>max [s]</td>
<td>3.6</td>
<td>5.2</td>
<td>21.6</td>
<td>36.1</td>
</tr>
</tbody>
</table>

Table 9.2: Time taken to overtake the leading vehicle traveling at different speeds.

As speed increases, less space becomes available for the ego vehicle to drive safely. Especially in a curve, the ego vehicle’s speed limit decreases when less space can be used to make a turn. Since more than half of our track is with curves, the ego vehicle needs to wait for a straight segment to accelerate to pass the leading vehicle.

<table>
<thead>
<tr>
<th>Speed Range [m/s]</th>
<th>0 - 0.4</th>
<th>0.4 - 0.8</th>
<th>0.8 - 1.2</th>
<th>1.2 - 1.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>100 %</td>
<td>100 %</td>
<td>96 %</td>
<td>84 %</td>
</tr>
<tr>
<td>Two</td>
<td>100 %</td>
<td>100 %</td>
<td>98 %</td>
<td>66 %</td>
</tr>
<tr>
<td>Three</td>
<td>100 %</td>
<td>98 %</td>
<td>84 %</td>
<td>36 %</td>
</tr>
</tbody>
</table>

Table 9.3: Overtaking success rate for the ego vehicle after one lap.

The second group of simulation shows the proposed racing strategy’s success rate to overtake multiple leading vehicles in one lap, and statistical results are summarized in Table 9.3. We can find that when more than one surrounding vehicle exists, much more space...
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would be occupied by other vehicles. As a result, the ego vehicle might not have enough space to accelerate to high speed to pass surrounding vehicles. Although in these cases, the ego vehicle can not overtake all surrounding vehicles after one lap, our proposed racing strategy can still guarantee the ego vehicle’s safety along the track.

During our simulation, the mean solver time for our planner for single, two or three surrounding vehicles is 39.21ms, 39.41ms and 40.23ms. We also notice that when the number of surrounding vehicles is larger than three, the steady complexity still holds but the track becomes too crowded for the ego vehicle to achieve high success rate of overtake maneuver. This validates the steady low computational complexity of proposed planning strategy thanks to the parallel computation for multiple trajectory optimizations.

Moreover, the optimized multiple trajectory candidates offer more choices for overtaking, which helps the ego vehicle avoid deadlock.

![Figure 9.8: Speed and lateral deviation from the track’s center line.](image)

### 9.4.3 Racing Without Other Vehicles

As discussed in Sec. 9.3.1, when there are no other surrounding vehicles, the ego vehicle adopts the learning-based MPC formulation for trajectory generation and control. In this chapter, the learning-based MPC uses historical data from two previous laps (implying $k = 2$ in Figure 9.3) and the initial data are calculated offline before the racing tasks. For the same setup as shown in Figure 9.7a, the ego vehicle’s speed and deviation from track’s center line along the track is shown with learning-based MPC’s profile in Figure 9.8. The overtake maneuver happens in a hairpin curve and the curve’s apex is occupied by other moving vehicles, resulting in less space being available for the ego vehicle and thus causing it to slow down to avoid a potential collision. After it passes all surrounding vehicles, the ego vehicle goes back to drive at its speed and steering limit to achieve time-optimal behavior.
9.5 Chapter Summary

In this chapter, we have presented an autonomous racing strategy that enables an ego vehicle to enhance its lap timing performance while overtaking other moving vehicles. The proposed racing strategy switches between two modes. When there are no surrounding vehicles, a learning-based model predictive control (MPC) trajectory planner is used to guarantee that the ego vehicle achieves better lap timing performance. When the ego vehicle is competing with other surrounding vehicles to overtake, an optimization-based planner generates multiple dynamically-feasible trajectories through parallel computation. Each trajectory is optimized under a MPC formulation with different homotopic Bezier-curve reference paths lying laterally between surrounding vehicles. The time-optimal trajectory among these different homotopic trajectories is selected and a low-level MPC controller with control barrier function constraints for obstacle avoidance is used to guarantee system’s safety-critical performance. The proposed algorithm has the capability to generate collision-free trajectories and track them while enhancing the lap timing performance with steady low computational complexity, outperforming existing approaches in both timing and performance for a autonomous racing environment. We have verified the performance of our proposed algorithm through numerical simulation, where several surrounding vehicles are simulated to start from random positions with random speeds on a track.

In the next chapter, we focus on bridging model-based safety and model-free RL, and this leads to a navigation task with control barrier functions, which can represented by a low-dimensional model with RL policy.
Chapter 10

Safety Navigation for Legged Robots with Reinforcement Learning

10.1 Introduction

It is challenging for robotic systems to achieve control objectives with coupled dynamical models while considering input, state and safety constraints. Ode-based safety-critical optimal control methods that combine control barrier functions (CBFs) [12] or Hamilton-Jacobi (HJ) reachability analysis [18] are able to provide formal safety guarantees for control, planning and navigation problems on different platforms such as autonomous vehicles [9, 175], aerial systems [35, 174] and legged robots [41, 69]. However, previous work on applying explicit formulation for such safety-critical methods are only able to be validated on relatively simple or low-dimensional systems such as a 5 Degree-of-Freedom (DoF) 2D bipedal robot [137] or a quadrotor with decoupled dynamics [76]. When encountering the safety-critical control problem on complex and high-dimensional systems, such as a 3D bipedal robot Cassie [112] which has 20 DoF and hybrid walking dynamics, model-based methods will face challenges since the full-order dynamics model of the robot is computationally not tractable for online implementation with current computing tools.

Model-free reinforcement learning (RL) methods, on the other hand, are able to leverage full-order dynamics model of the robot during offline training in simulation to provide a policy for the control purposes online. With the recent progress on solving the sim-to-real problem, RL demonstrates the capacity to control a large range of dynamic robots in the real world [86, 144, 216, 109, 143, 173, 114, 62, 219]. For example, with the help of RL, a robust and versatile walking controller for a bipedal robot Cassie is obtained in [114] to reliably track given commands of walking velocities, walking height, and turning yaw rate in real life. This RL-based controller shows significant improvements over traditional model-based

---

8The material of this chapter is from “Bridging Model-based Safety and Model-free Reinforcement Learning through System Identification of Low Dimensional Linear Models” which will appear in 2022 Robotics: Science and Systems (RSS) [113]. This paper was led by Zhongyu Li.
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Figure 10.1: Proposed method to bridge model-based safety and model-free reinforcement learning (RL).

walking controllers [68, 112] by showing boarder feasible commands and the ability to stay robust to random perturbations.

Such robust controllers create interesting questions in the community: where does the robustness come from and whether we can formally assess the stability of such a RL-based controller/policy? Addressing such questions is very interesting as studying properties of a RL policy can further our understanding of the reason that RL demonstrates advantages on controlling highly dynamic systems. Moreover, if we can find an explicit dynamic model of a system controlled by RL, we may be able to utilize such a model to formally guarantee safety for such autonomous systems. However, this is very challenging as the policy obtained by RL is usually represented by a high dimensional nonlinear neural network and explicit analysis on nonlinear systems with RL with rigorous proofs is still an unsolved problem. In this chapter, we seek to ascertain the feasibility to find and study a low dimensional representation of a complex dynamic robot driven by a RL policy and to utilize such a simple model to provide formal guarantees on stability and safety during the task of autonomous navigation, as abstractly illustrated in Figure 10.1.

10.1.1 Related Work

10.1.1.1 Safety & Learning

There has been some exciting progress to bridge safety and learning. Previous approaches can be summarized into three classes: (a) learning dynamics to improve model-based per-
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formance, (b) increasing robustness in RL by model-based safety, and (c) providing learned stability and safety with existing model-based controllers. We provide more details on each of these approaches next.

Learning Dynamics in Model-based Control Safety can be guaranteed based on modern control frameworks. One approach is to integrate adaptive control with standard machine learning or data-driven methods, such as frequency filter [211], NN [194], GP [60] and DNN [93]. The safety properties are usually considered on the whole system with some parts being learned in MPC problems [30, 104], shielding [8], Control Barrier Functions (CBFs) [40], Hamiltonian analysis [17]. These approaches can guarantee safety for tasks such as stabilization [96, 204] and tracking [141, 50]. However, these approaches usually make assumptions to apply on a known model structure, such as control affine or linear system with bounded uncertainty, which becomes challenging to apply on high-dimensional nonlinear systems.

Model-based Safety in Reinforcement Learning Another approach to bridge safety and learning is to increase robustness and safety in RL tasks by model-based methods. When using RL to solve a control problem through trials and errors, safety is considered by imposing input constraints or safety rewards. Safe exploration [130] and safe optimization [183] of MDPs under unknown or selected cost function can be formulated. Constrained MDPs are also common in RL tasks with Lagrangian methods [43] and generalized Lyapunov/barrier functions [42, 40] and shielding [8]. Nonetheless much of the work remains confined to rather naive simulated tasks, such as moving a 2D agent on a grid map.

Learned Certifications for Model-based Controllers Remaining methods for connecting safety and learning are to provide certification on learned stability and constraint set using existing model-based controllers. Stability criterion can be achieved by Lyapunov analysis on region of attraction (RoA) [155, 46] or of Lipschitz-based analysis for safety [91] during reinforcement learning. Safety with constraint set certifications can be learned using control synthesis such as feedback linearization controllers [203], control barrier functions (CBFs) [218, 184, 156, 128], and Hamilton-Jacobi (HJ) reachability analysis [55, 88, 17]. However, all these approaches are only validated on simple dynamic systems such as 5 DoF bipedal robot in simulation or 7 DoF static robot arm in the real world. This is because these approaches usually suffer from a curse of dimensionality, in other words, finding a valid control barrier function [9] or a backward reachable set [18] for high dimensional systems remain unsolved problems. As we will see, the proposed method in this chapter is an “inverse” of such a methodology: we use model-based methods to find certifications on closed-loop systems with RL-based controllers, which is more practical to apply on high order and nonlinear systems.
10.1.1.2 Low-dimensional Structure of Deep Learning

Finding low-dimensional structures of high-dimensional data is widely used in the statistical learning field, such as PCA, kernels, etc [208]. More recently, researchers in the deep learning field realize that learning on nonlinear functions in high-dimensional space may tend to linearize and compress the system and obtain a low-dimensional linear representation of it [5, 201, 33] within the learning components. But this is still an open question and under debate. However, there is little effort exerted on finding the low-dimensional structure of a system driven by RL as the optimization of RL is usually realized through trial and error. In this work, we show some evidence that policy optimization RL may learn through linearizing the nonlinear system.

10.1.2 Contributions

In this chapter, we propose a new direction to bridge model-based safety and model-free reinforcement learning by finding a low dimensional model of a closed-loop system controlled by a learned policy, as shown in Figure 10.1. We use the walking controller of a person-sized bipedal robot Cassie, which is represented by a deep neural network optimized by reinforcement learning in [114], as an example. According to the best of our knowledge, this is the first attempt to apply system identification using a low-dimensional model on the complex system controlled by a RL policy. We find out that a linear model is sufficient to describe this low-dimensional representation. This linear model shows desirable properties such as all dimensions are decoupled, minimum phase, and asymptotic stability. We further show that linearity exists across multiple RL policies under a provided criterion. Such a method shows the possibility to answer the questions from control community to learning community: to analyze the stability of the policies obtained by RL. Additionally, we demonstrate that the linearity analysis can reflect the convergence of RL. Furthermore, based on the found linear model, we propose one of the first safe navigation framework using a high-dimensional nonlinear robot, a bipedal robot Cassie, that combines low-level RL policy for locomotion controller and high-level safety-critical optimal control.

10.2 Methodology

In this section, the experimental platform, the bipedal robot Cassie, and its RL policy for locomotion controller are briefly introduced. Moreover, the method utilized to find the low-dimensional model by system identification through input-output pairs is also presented.

10.2.1 Cassie and Its RL policy for Walking Controller

Cassie is a person-size bipedal robot. It has 10 motors and 4 underactuated joints connected by springs. A detailed introduction of Cassie can be found in [68, 112]. There has been some exciting progress on applying model-free reinforcement learning to obtain locomotion
controllers on Cassie in the real world [216, 114, 173, 172]. Among these work, [114] develops a robust and versatile walking controller on Cassie that can track variable commands via RL. This policy is represented by a 2-layer fully-connected neural network with 512 \( \tanh \) nonlinear activations in each layer, and directly outputs 10 dimensional desired motor positions which are then used in a joint-level PD controller to generate motor torques in real time. The policy observation includes reference motion to imitate, robot current states, and 4 timestep past robot states and actions. This single policy is able to track a 4 dimensional command, which is comprised of the desired sagittal walking speed \( \dot{q}_x^d \), lateral walking speed \( \dot{q}_y^d \), walking height \( q_z^d \), and turning yaw rate \( \dot{q}_\phi^d \). The agent is trained in Mujoco [189] which is a physics simulator, and the policy is optimized by Proximal Policy Optimization (PPO) [168].

In real-world experiments, the policy demonstrates considerable robustness and sophisticated recoveries. For example, in a recovery case demonstrated in [114], the robot almost falls down and deviates a lot from the nominal walking states, but the controller is still able to regulate the system without letting the states go unbounded and triggering instability. Although it is very hard to show the explicit stability and RoA of a controller represented by a high dimensional nonlinear neural network, it is possible that the robustness of this RL-based controller is due to its stability while having a relatively large RoA, or ideally, being globally stable.

Therefore, in this work, we utilize two types of RL-based controllers based on [114]: (1) the same multi-layer perceptrons (MLP) introduced in [114], (2) the same MLP but with an additional encoder represented by a 2-layer convolutional neural network (CNN) to record longer history of robot states and actions that last 2 seconds (66 timesteps).

### 10.2.2 System Identification

In order to understand the dynamics of the RL-based controller, we choose to identify the entire closed-loop system comprising of Cassie being controlled by the walking controllers obtained through RL. The input \( \mathbf{u} \) to this closed-loop system has only 4 dimensions, which is
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Figure 10.3: An example of input-output pair used in this chapter to identify the dynamics of Cassie being controlled by the RL-based walking controllers.

the control reference $\left[ q^d_x, q^d_y, q^d_z, q^d_\phi \right]^T$. The output of this system is the observed robot walking velocities and walking height, i.e. $y = [\hat{q}_x, \hat{q}_y, \hat{q}_z, \hat{q}_\phi]^T$. We then collect input-output pairs of this system in a high-fidelity simulator of Cassie built on MATLAB Simulink. Please note that the control policy is trained on Mujoco and has no access to the data from Simulink during training and has also been shown to work in Simulink.

One example of the input-output signal of the sagittal walking velocity dimension is shown in Figure 10.3. There are three types of the input signals: 1) random step signal as shown in 0-200 s in Figure 10.3a, 2) random ramp signal as demonstrated in 200-400 s in Figure 10.3a, and 3) swept frequency sine wave (chirp) whose frequency linearly expands from 0 Hz to 1 Hz in 400-500 s in Figure 10.3a. The resulting robot outputs represent the step response, ramp response, and frequency response of this system, respectively, as illustrated
in the corresponding time span in Figure 10.3b and 10.3c. After selecting a model structure, the parameters of the model can be fitted by combining the input signals and the output signals measured from the Cassie driven by the RL-based controller. As it is unsafe for the person-sized bipedal robot to experimentally follow those random input signals in real-life, Simulink provides a safe validation domain in this chapter.

10.3 Linearity

In this section, we use a linear model structure, \( \dot{x} = Ax + Bu \), to fit the input-output pairs of the system which is Cassie being controlled by the RL-based controller. Linear models show reasonably good fitting accuracy across all four dimensions which are sagittal walking velocity \( \dot{q}_x \), lateral walking velocity \( \dot{q}_y \), walking height \( q_z \), and turning yaw rate \( \dot{q}_\phi \). The fitted linear systems show that they are stable systems while some of them having non-minimum phase. Moreover, the results also show that the input frequency should stay below certain threshold to preserve the linearity of the system.

10.3.1 Linear Systems

The fitting results using linear models for the four dimension outputs of the system which is Cassie being controlled by the CNN-based RL policy for walking controller are demonstrated in Figure 10.4. The fitting results of MLP-based RL walking controller are presented in Figure 10.5. During the fitting phase of each dimension, the measured input-output data of the system are used to find the parameters of the selected linear model in order to minimize the difference between the predicted and measured system outputs. For different dimensions of the system, the dynamic model may be varied. Therefore, the structure of the linear model, \( i.e. \), numbers of zeros and poles, are searched in order to maximize fitting accuracy while having the simplest structure which has the least number of zeros and poles. During the validation phase, the fitted model is utilized to predict next 5 step system output using the system input and 1 step measured output data, the prediction results are shown as the blue lines in Figure 10.4.

The fitted dynamics of sagittal walking velocity \( f_{\dot{z}}(x_{\dot{z}}, u_{\dot{z}}) \) is given by:

\[
Y_{\dot{z}}(s) = \frac{0.4694s^2 + 6.089s + 8.697}{s^3 + 6.432s^2 + 11.03s + 8.274} U_{\dot{z}}(s)
\]  

(10.1)

with a prediction accuracy of 79.67% when compared with the ground truth measured data, as shown in Figure 10.4a. The dynamics of the lateral walking velocity \( f_{\dot{y}}(x_{\dot{y}}, u_{\dot{y}}) \) is obtained by using a linear system of 3 poles and 1 zero, and it can be written as:

\[
Y_{\dot{y}}(s) = \frac{13.59s + 24.56}{s^3 + 11.48s^2 + 32.5s + 40.13} U_{\dot{y}}(s)
\]  

(10.2)

which has a prediction accuracy of 55.87%. However, as shown in Figure 10.4b, there is a large oscillation of the robot base lateral direction when Cassie is walking. After applying a
low-pass filter with a cut-off frequency of 5 Hz on the measured lateral velocity, the prediction accuracy on the fitted signal is 83.03% using the same fitted model via (10.2).

The dynamics of walking height $f_z(x_z, u_z)$ and the dynamics of turning yaw velocity $f_\phi(x_\phi, u_\phi)$ are fitted as:

$$Y_z(s) = \frac{145.9s + 37.55}{s^3 + 46.43s^2 + 161s + 38.38} U_z(s)$$

(10.3)

and

$$Y_\phi(s) = \frac{0.3078s^2 + 5.267s + 5.553}{s^3 + 4.595s^2 + 7.528s + 6.045} U_\phi(s)$$

(10.4)
and with prediction accuracy of 85.67% in Figure 10.4c and 65.58% (81.77% after filtering the measured output) in Figure 10.4d, respectively.

According to the prediction performance as demonstrated in Figure 10.4, all of the four dimensions show reasonably good linearity as the fitting accuracy of them are all around 80%. Therefore, we can come to a conclusion that all of these 4 dimensions of Cassie during walking shows linearity when the robot is controlled by the RL policy.

10.3.2 Stability

Stability analysis can be applied on each dimension after obtaining the low-dimensional linear dynamics model of the closed-loop system. Since the dynamics of each dimension is able to be explicitly expressed by a transfer function, a commonly used stability criterion is the position of the poles of the system. Please note that during the model identification in Sec. 10.3.1, we allow the algorithm to find unstable models as long as the fitting results are
better than stable models, \textit{i.e.}, we don’t impose stable model constraint during fitting.

The plots of poles and zeros of all four dimension of the system using the CNN policy
are shown in Figure 10.6. As illustrated in Figure 10.6c, there is a very close pole-zero pair
of the identified \( q_z \) dynamics. However, that pole cannot be cancelled otherwise it will lead
to worse fitting accuracy.

According to the plot, all of the identified linear systems are asymptotically stable as
all the poles are on the Left Half Plane (LHP) \cite{56}. Moreover, all zeros are on the LHP as
well, therefore, all dimensions are minimum phase. This shows that the system controlled by
CNN-based RL policy has a very nice property that the closed-loop system with RL-based
policy can be represented through a linear model which is also stable.

\textbf{Remark 10.1.} All poles of the linear system obtained through system identification of the
closed-loop system under MLP-based RL policy (pole-zero plots are in Figure 10.5) are asymp-
totically stable, however, the system driven by MLP is non-minimum phase in dimensions of
the sagittal and lateral walking velocity. Therefore, when choosing to utilize the robot driven
by such an RL policy, the high-level controller/planner should be carefully designed. Such
stability analysis provides a guidance to utilize the system controlled by RL policies.

\subsection{10.3.3 Criterion for Linearity}

Although Cassie driven by the RL policy for walking controller shows reasonably good lineari-
ity as shown in Fig 10.4, there is a criterion for the existence of linearity. That is, the input
frequency cannot exceed a threshold which is around \( f_c = 0.6 \) Hz. The frequency 0.6 Hz is
an empiric value and this is found when the input tends to excite nonlinearity of the system
if the input frequency exceed that value during system identification. The fitted linear model
shows worse fitting accuracy if the chirp signal enters the region where frequency is larger
than 0.6 Hz in Figure 10.4. This may be related to the stepping frequency of Cassie. Given
the fact that Cassie steps on each feet at a stepping rate of 1.25 Hz, \( f_c = 0.6 \) Hz is in one
half of it. The existence of this cutoff frequency may be due to fact that the RL policy is
unable to change the walking velocities, such as \( \dot{q}_x, \dot{q}_y, \dot{q}_\phi \), faster than the time Cassie takes
to complete one walking step (comprising of two steps: left foot stance followed by right
foot stance). Another evidence of this validity of this relationship is that there is no obvious
linearity lost after this frequency threshold in the identified \( q_z \) dynamics. This is because
changing the walking height doesn’t need to wait until completion of one walking step, \textit{e.g.},
robot can change the walking height by changing the length of the stance leg at any time.
The phenomenon of loosing linearity after this frequency threshold will frequently appear in
the later part of this chapter.
Table 10.1: Benchmark of fitting accuracy using the identified models on different input-output Pairs.

<table>
<thead>
<tr>
<th>$\dot{q}_x$ chirp</th>
<th>$\dot{q}_y$ chirp</th>
<th>$q_z$ chirp</th>
<th>$\dot{q}_\phi$ chirp</th>
</tr>
</thead>
<tbody>
<tr>
<td>82.86%, Figure 10.7a</td>
<td>78.81%, , Figure 10.7b</td>
<td>66.17%, Figure 10.7c</td>
<td>57.98%(67.88%*), Figure 10.7d</td>
</tr>
<tr>
<td>45.65%(69.36%*), Figure 10.7f</td>
<td>80.08%, Figure 10.7e</td>
<td>80.65%, Figure 10.7g</td>
<td>77.76%, Figure 10.7h</td>
</tr>
<tr>
<td>47.85%(54.29%*), Figure 10.7j</td>
<td>81.12%, Figure 10.7k</td>
<td>83.19%, Figure 10.7l</td>
<td>80.11%, Figure 10.7m</td>
</tr>
<tr>
<td>53.87%(61.75%*), Figure 10.7n</td>
<td>79.39%, Figure 10.7n</td>
<td>74.5%, Figure 10.7p</td>
<td>83.6%, Figure 10.7n</td>
</tr>
</tbody>
</table>
Figure 10.6: Pole-Zero plots of the identified linear systems that uses CNN policy for sagittal walking velocity, lateral walking velocity, walking height, and turning yaw rate.

10.4 Decoupling System

The system, Cassie driven by the RL policy as a walking controller, is a Multiple-Input Multiple-Output (MIMO) system, and there are four inputs, \( \mathbf{u} = [\dot{q}_x^d, \dot{q}_y^d, q_z^d, \dot{q}_\phi^d]^T \in \mathbb{R}^4 \) and four outputs, \( \mathbf{y} = [\hat{q}_x, \hat{q}_y, \hat{q}_z, \dot{q}_\phi]^T \in \mathbb{R}^4 \). As demonstrated in an existing design for navigation autonomy on Cassie proposed in [115], these four dimensions are tightly coupled using a model-based controller on Cassie and a lot of effort is exerted to consider such couplings for the planning purpose otherwise the planned output may cause a walking failure [115]. In this section, we will show that the closed-loop Cassie system with the RL policy as the walking controller has a four dimensional dynamics, i.e., \( f_x(x, u_x), f_y(x_y, u_y), f_z(x_z, u_z) \),
Figure 10.7: Decoupling test.
and $f_\phi(x, u_\phi)$, obtained in Sec.10.3 and these are all decoupled.

In order to test a system $M$ that is independent of another system $N$, we applied four steps:

1. Collect the first measured input-output pair where the input to $M$ is a swept-frequency signal, chirp, while the input to $N$ is a fixed value.

2. Identify a model for $M$ using the first input-output pair.

3. Obtain the second input-out pair where the input to $M$ is a chirp while the input to $N$ is also a chirp.

4. Test the prediction accuracy using the identified model from step 2 on the second pair.

If the testing accuracy shows no significant loss than fitting accuracy, $M$ is independent of $N$, otherwise, $M$ and $N$ are coupled. This is because a fixed value (zero frequency) doesn’t contain any information of a swept-frequency wave (chirp) signal. As a result, if the model for $M$ identified by data where the input to $N$ is a fixed value is able to accurately predict a measured input-output data when the input to $N$ is a chirp, this could show that the change in $N$ will not excite the dynamics in $M$.

Let us consider the test on the dependency between saggital walking velocity $\dot{q}_x$ and lateral walking velocity $\dot{q}_y$ using the CNN-based RL policy as an example. During fitting the model for $\dot{q}_x$ in Sec. 10.3, the walking velocity command $\dot{q}_y$ is fixed at 0 m/s, as shown in Figure 10.7a. The fitting accuracy is 82.86%. This fitted model is directly applied to predict the measured output of $\dot{q}_x$ when the input to $\dot{q}_y$ is also a chirp. As shown in Figure 10.7b, the identified model still shows reasonably good prediction accuracy on this input-output pair, resulting in the accuracy of 78.81%. Therefore, we can draw a conclusion that saggital walking velocity $\dot{q}_x$ is independent of lateral walking velocity $\dot{q}_y$. Same decoupling tests are applied on all of the combinations of the four dimensions using the CNN-based RL policy, as shown in Figure 10.7 and the quantitative accuracy data is recorded in Table 10.1.

According to Figure 10.7 and Table 10.1, for the dynamics on each dimension, the model fitted on the data when the inputs on other dimensions are fixed values can well describe the dynamics when the input to one other dimension is a chirp, such as $\dot{q}_y \leftrightarrow q_z$ pair, $q_z \leftrightarrow \dot{q}_\phi$ pair, and $\dot{q}_y \leftrightarrow \dot{q}_\phi$ pair. Although fitting accuracy for the $\dot{q}_y$, $q_z$ and $\dot{q}_\phi$ decreases under the existence of a chirp $\dot{q}_x$, the accuracy can be still over 50% if we only look at the measured output before the cut-off frequency $f_c = 0.6$ Hz introduced in Sec. 10.3.3. In conclusion, such a system can be considered as decoupled under a low-frequency input, and higher frequency may excite the coupled dynamics along some dimensions.

In order to show the generality of the phenomenon that when Cassie being controlled by a RL walking policy tends to show linearity, we test the measured input-output pairs obtained from using different RL policies. We test 4 policies:

1. A MLP-based RL policy is well trained with around 400 million samples from scratch using reward formulation.
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We use the dynamics of lateral walking velocity \( \dot{q}_y \) as an example. The system identification is applied on Cassie driven by these 4 policies, respectively, and the results are shown in Figure 10.8. If the measured input-output data can be well fitted by a linear model, we can tell that Cassie being controlled by each of these policies shows linearity.

According to Figure 10.8, since Policy 2 is not well trained, the system driven by this policy shows the worst linearity, i.e., a linear model cannot well predict the system output by the input. Specifically, the nonlinearity appears after the cut-off frequency \( f_c \). After being trained with ample samples, Policy 3 which uses the same reward and neural network structure, shows a clear existence of the linearity in Figure 10.8c. Moreover, the measured
input-output pairs from the other policies, like Policy 1 and 4, demonstrate reasonably good fitting accuracy before cutoff frequency $f_c = 0.6$ Hz.

From all the discussion above, we can draw a conclusion that linearity is not always guaranteed. If a RL policy is not well-trained, such as Policy 2, even if we “force” the system identification to find a linear structure, the fitting result could be poor because of the existence of strong nonlinearity in the system. However, if the learning of the policies has converged, the linearity appears, such as Figure 10.8a, 10.8c, 10.8d, and this is validated across different RL policies with different rewards or neural network structure.

**Remark 10.2.** We note that the proposed linearity analysis could potentially be a metric for the convergence of the learning of a RL policy on a dynamic system.

Therefore, we can summarize the low-dimensional representation of Cassie being controlled by a well-trained RL policy using a linear model as below:

$$
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\phi}
\end{bmatrix} = 
\begin{bmatrix}
A & B \\
C & 0
\end{bmatrix}
\begin{bmatrix}
x \\
u
\end{bmatrix}
$$

(10.5)

where the states $x = [x^T_x, x^T_y, x^T_z, x^T_\phi]^T$, output $y = [y_x, y_y, y_z, y_\phi]^T = [\dot{q}_x, \dot{q}_y, q_z, \dot{q}_\phi]^T$, and input $u = [u_x, u_y, u_z, u_\phi]^T = [\dot{q}_d, \dot{q}_\phi, q_d, \dot{q}_\phi]^T$, and matrices $A = \text{diag}(A_x, A_y, A_z, A_\phi)$, $B$ and $C$ are proper stack of $B_x, B_y, B_z, B_\phi$ and $C_x, C_y, C_z, C_\phi$, respectively. Hence the linearized dynamics is as follows,

$$
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\phi}
\end{bmatrix} = 
\begin{bmatrix}
A_x & B_x & C_x \\
A_y & B_y & C_y \\
A_z & B_z & C_z \\
A_\phi & B_\phi & C_\phi
\end{bmatrix}
\begin{bmatrix}
x \\
u
\end{bmatrix}
$$

(10.6)

And these models are the control canonical forms of (10.1), (10.2), (10.3), and (10.4) showed in Sec. 10.3 respectively.

### 10.4.1 Safety-critical Navigation Framework

In this section, we demonstrate an application of the proposed methodology, that is, utilizing the identified simple system to provide safety guarantee on the nonlinear system driven by its RL policy.

The linear system representation expressed in (10.5) can be applied to solve a safe navigation problem for Cassie. The navigation autonomy framework proposed in this chapter can be found in Figure 10.9 which is based on [115] to navigate unknown environments with height-constraints using Cassie. In this autonomy, after being given a goal location, a global planner firstly finds a collision-free path on the map from the robot’s current position, followed by two local planners using nonlinear optimization to track the global path. The locomotion controller used in the previous work to enable Cassie to follow planning results is based on Hybrid Zero Dynamics (HZD) and is developed in [112] based on [68]. A detailed introduction of this autonomy can be found in [115].
In this work, we use the CNN-based RL locomotion policy on Cassie. Instead of using the nonlinear reduced-order dynamics model in [115] during local planning by collocation, we adopt its identified linear system in (10.5) and safety-critical control framework that combines nonlinear model predictive control (NMPC) and discrete-time control barrier function (DCBF) introduced in [223].

To formulate the NMPC-DCBF problem, we over-approximate the geometries of Cassie and the obstacles by cylinders. The distance between robot and each obstacle \( o_i \) can be computed analytically as follows,

\[
d_{o_i}^k = (x_g^k - x_o^i)^2 + (y_g^k - y_o^i)^2 - (R_{\text{robot}} + R_{o_i})^2, \tag{10.7}
\]

where \( x_g^k, y_g^k \) are the global x-y position of the robot at time \( k \), \( (x_o^i, y_o^i) \) is the position of the obstacle \( o_i \), \( R_{\text{robot}} \) is the radius of the cylindrical approximation of Cassie, and \( R_{o_i} \) is the radius of the obstacle. Obstacle avoidance between the robot and the obstacle can then be enforced by constraining \( d_{o_i}^k > 0, \forall k \). However, over short planning horizons this constraint can fail to ensure long-term obstacle avoidance. Therefore, we use DCBF constraints, which can provide long-term obstacle avoidance, even on short planning horizons [224]. The DCBF constraint is as follows,

\[
d_{o_i}^{k+1} \geq \omega_k \alpha_{\text{DCBF}} d_{o_i}^k, 0 \leq \alpha_{\text{DCBF}} \leq 1, \omega_k \geq 0 \tag{10.8}
\]

where \( \alpha_{\text{DCBF}} \) represents the maximum decay-rate at which \( h_{o_i}^k \) can converge to zero and \( \omega_k \) is a slack variable which enhances feasibility and safety [223]. Specifically, the trajectory
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generation problem with NMPC-DCBF is formulated as follows,

\[ \min_{x, u, \delta} J(x, u, \delta, \omega), \]  

s.t. \[ x_{k+1} = A^d x_k + B^d u_k \]  
\[ x_0 = x_{\text{init}} \]  
\[ x_k \in X_{\text{adm}}, u_k \in U_{\text{adm}}, \]  
\[ x^g_{k+1} = x^g_k + C^d x_{\phi,k} \cos(C^d \phi_{x,k}) dt, \]  
\[ y^g_{k+1} = y^g_k + C^d x_{\phi,k} \sin(C^d \phi_{x,k}) dt, \]  
\[ \delta_{k+1} \geq \omega_k \alpha_{\text{DCBF}} \delta_k, \quad \omega_k \geq 0, \]  
\[ [x^g_N, y^g_N, x_{\phi,f}]^T = [x^g_f, y^g_f, x_{\phi,f}]^T + \delta \]

where \( A^d, B^d, C^d \) are coefficients of discrete-time dynamics transferred from the proposed continuous linear dynamics in (10.5). The cost function is designed as below,

\[ J(x, u, \delta, \omega) = \sum_{i=1}^{N-1} (||x_i||_Q^2 + ||u_i||_R^2 + ||x_{i+1} - x_i||_d^2 + \rho(1 - \omega_k)^2 + ||\delta||_K^2). \]

The discrete-time dynamics (10.9b), together with kinematics along x and y axis in (10.9e) and (10.9f) formulate a trajectory optimization problem, where the robot’s orientation is considered to transfer the robot’s velocity in the robot’s frame into the world frame. The initial condition, state and input constraint can be found in (10.9c), (10.9d). Specifically, \( X_{\text{adm}} \) represents the combination of state constraint together with safety constraint to avoid nearby obstacles defined by distance functions, presented in [115]. \( U_{\text{adm}} \) is the input constraint. \( \omega = [\omega_1, ..., \omega_{N-1}]^T \) represents the relaxation variables of decay rate \( \alpha_{\text{DCBF}} \) for DCBF constraints. We also notice that \( \rho \) in (10.10) shall be chosen as a relatively large scalar such that the DCBF constraints wouldn’t be over-relaxed [226]. Moreover, \( \delta \) represents the slack variable for terminal constraint on desired final state \([x^g_f, y^g_f, x_{\phi,f}]^T\) which is minimized with a quadratic term in the cost function.

The output from the reactive local planner is the real-time desired sagittal and lateral walking velocities \( \dot{q}^d_{x,y} \), walking height \( \dot{q}^d_z \), and turning yaw rate \( \dot{q}^d_{\phi} \). This is the input \( u \) to the linear system that was identified to describe the closed-loop dynamics of Cassie driven by its RL locomotion policy. Moreover, \( u \) is firstly passed through a low pass filter with cutoff frequency of 0.5 Hz which is below the threshold of the linearity criterion found in Sec. [10.3.3] to prevent exciting nonlinearity of the system.

### 10.4.2 Autonomy Validation

To validate the proposed autonomy that combines NMPC-DCBF with CNN-based RL locomotion policy, the entire algorithm is tested in a joint simulation on Cassie, as shown in Figure [10.10a]. In this test, a congested space with two obstacles and a height-constrained
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(a) Joint simulation of vision and dynamics using the safe navigation autonomy in a congested space

(b) The input (desired commands) and output (robot measured states) during navigation

Figure 10.10: Validation of the proposed safety-critical navigation autonomy in the joint simulation.

space (arch) in between is built on Gazebo where the robot depth camera reading is simulated. The robot dynamics driven by its RL policy is computed on MATLAB Simulink which has high-fidelity for the dynamics computation. These two simulators are synchronized and the result is illustrated in Figure 10.10.

During the simulation, the robot successfully achieves accelerating to full speed (around 1 m/s) when there are no obstacles while quickly pulling back when obstacles are in range. Moreover, the robot shows the capacity to crouch down to travel underneath the arch with a relative high speed. By using the linear model in the optimization, the two-second local-term trajectory can be solved around 0.1\(^{-0.2}\) s which is at least 5 times faster than prior approach using a nonlinear model \[115\]. Additionally, it turns out that there are reduced deadlocks and the whole navigation task can be finished around 20 s which is almost twice faster than the existing work with HZD-based controller \[115\] which results in conservative planned speed (it finishes the same trial in 50 s). For the controller performance, the RL-based policy for walking controller is also more robust and agile than the HZD-based walking controller, such as the coupled walking dynamics are cancelled by RL so the robot can quickly lift its body up after passing through an arch while accelerating to its goal without falling over, as shown in Figure 10.10a.

By using nonlinear model predictive control with control barrier functions, we provide a formal safety guarantee on such a high order nonlinear complex system. All this allows
Cassie controlled by RL locomotion policy during navigation while enabling the safety-critical control-planners to exploit the agility brought by the RL policy. We remark that our implementation is the first work to use a nonlinear model predictive control formulation to achieve safety-critical navigation in height-constrained environments within a joint simulation of vision and high-fidelity dynamics.

10.5 Chapter Summary

In this chapter, we demonstrate evidence that a reinforcement learning based controller acting on a highly nonlinear dynamical system, such as a bipedal robot, may tend to linearize it such that the entire closed-loop system can be represented by a low-dimensional linear system. This is an interesting finding since a high order nonlinear system controlled by a high dimensional nonlinear neural network policy behaves like a linear system. Based on this observation, we propose a new direction to bridge safety-critical control and model-free RL by finding certifications for stability and safety on the low-dimensional model identified on the complex system driven by its RL policy. We validate such new methodology on a bipedal robot Cassie controlled by its RL locomotion policy. We apply the first attempt to do system identification on this closed-loop system to find a linear model, and later we find that such a system demonstrates reasonably good linearity. Moreover, the fitted multiple-input multiple-output linear model is decoupled, minimum phase and asymptotically stable in all dimensions. We also provide a criterion for the linearity existence, that is, the input frequency should be under a given threshold. By analyzing the fitted linear model, we are able to explain the robustness using RL-based controller demonstrated in previous work [114] may come from the guaranteed stability of the closed-loop system. This actually shows a new method to provide stability analysis over a controller represented by high dimensional neural network optimized by reinforcement learning. By cross comparing such linearity on different RL policies, we show that linearity is preserved across different well-trained policies, but linearity is not guaranteed if the learning of the RL policy has not converged.

For application, the fitted linear model is later utilized in a safety-critical navigation framework using NMPC-DCBF which utilizes the RL policy as a robust and powerful low-level walking controller on Cassie. In this application, we note that while the RL policy for the walking controller is able to address the highly nonlinear dynamics of Cassie, the identified closed-loop dynamics represented in a linear model is able to provide guarantees of stability while also introducing safety through control barrier functions. Moreover, such a method is a more practical approach to bridge model-based safety and mode-free reinforcement learning. Because RL has shown the capacity to well control high-dimensional nonlinear systems in the real world by exploiting the system full-order dynamics and using a low-dimensional linear dynamic model for safety-critical control is more realistic in real time.

After having presented the technical work in this thesis, we will draw a brief conclusion in the next chapter.
Chapter 11

Conclusion

11.1 Conclusion

This thesis addresses several existing challenges about control barrier functions in optimization, control, planning and navigation.

In Part I, we address the feasibility problem in optimal control for CLF-CBF-QP under input constraints in Chapter 3. We also notice that the potential conflict between input constraints and safety constraints also exists in the discrete-time domain together with model predictive control, presented in Chapter 4. This conflict is later formally identified in reachability analysis and enhanced in proposed formulations discussed in Chapter 5.

In Part II, we focus on the tight-fitting obstacle avoidance for control and trajectory generation, specifically for polytopic obstacle avoidance. The formulations for obstacle avoidance in continuous domain and discrete-time domain are discussed in Chapter 6 and Chapter 7 respectively.

In Part III, we discuss about the limited performance and deadlock issues for trajectory generation with finite state machines and computationally-fast trajectory generation for high-dimensional nonlinear systems, together with applications about autonomous driving, autonomous racing and legged robots in Chapter 8, 9 and 10 respectively.

11.2 Future Work

Regarding the challenging problems of control barrier functions, there are several interesting topics for future work.

11.2.1 Persistent Feasibility for General Nonlinear Systems

Related to optimization feasibility about CBFs, a general approach of guaranteeing feasibility for both one and high relative-degree nonlinear systems would be an interesting topic based on the results of Chapter 3. In Chapter 3, we discussed a relaxing approach over the decay
rate of the control barrier function, which can be regarded as a linear relaxation, i.e., single variable relaxing. Future work can implement general relaxation for the functional space of the class $\mathcal{K}$ $\alpha(.)$ function with relaxing on multiple variables. We also notice that the relation between control barrier functions and viability kernel remains a challenging problem, while Chapter 8 focused on the point-wise feasibility problem. Based on a more general relaxing technique, we hope the persistent feasibility can be tackled, which will finally bridge the control barrier function and viability kernel [165]. This problem could be challenging as viability kernel for high-dimensional systems are not easy to be calculated and approximated. However, if this relation has been figured out, we will be able to walk around the calculation of viability kernel in later research, which is equivalent to a synthesis of high-dimensional set calculation with a low-dimensional representation of a multivariable relaxing function.

11.2.2 Linearity and Convexification of DCBF in Trajectory Generation

Related to trajectory generation with CBFs in discrete-time domain, we have seen that current work is usually related to nonlinear optimization with non-convex obstacle avoidance constraints, shown in Chapters 4, 7, 9, 10. Although the complexity could be more or less optimized by warm starting (Chapter 7), reference trajectories (Chapter 9), or local planner guidance (Chapter 10), we still suffer from the non-convexity or the non-linearity of obstacle avoidance. We expect future work about DCBF would be on how to linearize the obstacles locally or globally in order to convert the trajectory generation problem into a convex optimization. This direction would be relatively hard but iterative [100] or sequential [84] approaches could be potential tools to handle these problems, but it involved intensive engineering. An alternative approach would be converting nonlinear control barrier functions into some linear ones in a set of local convex regions in the state space and this would result the problem into a mixed-integer programming.

11.2.3 Relation between Continuous-time and Discrete-time domain CBFs

Besides the problems mentioned above, another interesting topic would be on how to bridge the safety between the continuous-time domain and the discrete-time domain. In the continuous-time domain, researchers are required to describe the system in the control affine form, while lacks prediction behavior, while are also required to do mmpc-like optimization for the trajectory generation problem, while lacks of convexity or linearity. A two-layer approach [163] has been tried to address this challenge and safety can also be enhanced through predictive terms [195]. Future interesting work could be a direct combination between these two parts while offering advantages in both continuous-time and discrete-time domains. This could be potentially achieved by reinforcement learning over $h(.)$ and $\alpha(.)$ and $\gamma(.)$ in the continuous-time domain, even the system dynamics $f(.)$ and $g(.)$, shown in (3.9). The learning errors
can be treated as robust term in the discrete-time domain. However, these learning approach could be hard as we try to find some sparse features in the latent space for the trajectory generation.

In summary, there are still numerous opportunities for improving performance of optimization with control barrier functions, and this thesis only explores a few aspects of them. There are also likely many new ideas to explore for the convex optimization, differential geometry related to the safety term using control barrier functions, which will help them become more widely used in real-life applications.
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