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ABSTRACT

Legged locomotion has several interesting challenges that need to be addressed, such as the ability of dynamically walk over rough terrain like stairs or stepping stones, as well as the ability to adapt to unexpected changes in the environment and the dynamic model of the robot. This thesis is driven towards solving these challenges and makes contributions on theoretical and experimental aspects to address: dynamic walking, model uncertainty, and rough terrain. On the theoretical front, we introduce and develop a unified robust and adaptive control framework that enables the ability to enforce stability and safety-critical constraints arising from robotic motion tasks under a high level of model uncertainty. We also present a novel method of walking gait optimization and gait library to address the challenge of dynamic robotic walking over stochastically generated stepping stones with significant variations in step length and step height, and where the robot has knowledge about the location of the next discrete foothold only one step ahead. On the experimental front, our proposed methods are successfully validated on ATRIAS, an underactuated, human-scale bipedal robot. In particular, experimental demonstrations illustrate our controller being able to dynamically walk at 0.6 m/s over terrain with step length variation of 23 to 78 cm, as well as simultaneous variation in step length and step height of 35 to 60 cm and -22 to 22 cm respectively. In addition to that, we also successfully implemented our proposed adaptive controller on the robot, which enables the ability to carry an unknown load up to 68 lb (31 kg) while maintaining very small tracking errors of about 0.01 deg (0.0017 rad) at all joints.

To be more specific, we firstly develop robust control Lyapunov function based quadratic program (CLF-QP) controller and L1 adaptive control to handle model uncertainty for bipedal robots. An application is dynamic walking while carrying an unknown load. The robust CLF-QP controller can guarantee robustness via a quadratic program that can be extended further to achieve robust safety-critical control. The L1 adaptive control can estimate and adapt to the presence of model uncertainty in the system dynamics.

We then present a novel methodology to achieve dynamic walking for underactuated and hybrid dynam-
cal bipedal robots subject to safety-critical constraints. The proposed controller is based on the combination of control Barrier functions (CBFs) and control Lyapunov functions (CLFs) implemented as a state-based online quadratic program to achieve stability under input and state constraints. The main contribution of this work is the control design to enable stable dynamical bipedal walking subject to strict safety constraints that arise due to walking over a terrain with randomly generated discrete footholds.

We next introduce Exponential Control Barrier Functions (ECBFs) as means to enforce high relative-degree safety constraints for nonlinear systems. We also develop a systematic design method that enables creating the Exponential CBFs for nonlinear systems making use of tools from linear control theory. Our method creates a smooth boundary for the safety set via an exponential function, therefore is called Exponential CBFs. Similar to exponential stability and linear control, the exponential boundary of our proposed method helps to have smoother control inputs and guarantee the robustness under model uncertainty. The proposed control design is numerically validated on a relative degree 4 nonlinear system (the two-link pendulum with elastic actuators and experimentally validated on a relative degree 6 linear system (the serial cart-spring system). Thanks to these advantages of Exponential CBFs, we then can apply the method to the problem of 3D dynamic walking with varied step length and step width as well as dynamic walking on time-varying stepping stones. For the work of using CBF for stepping stones, we use only one nominal walking gait. Therefore the range of step length variation is limited ([25 : 60](cm)). In order to improve the performance, we incorporate CBF with gait library and increase the step length range significantly ([10 : 100](cm)).

While handling physical constraints and step transition via CBFs appears to work well, these constraints often become active at step switching. In order to resolve this issue, we introduce the approach of 2-step periodic walking. This method not only gives better step transitions but also offers a solution for the problem of changing both step length and step height. Experimental validation on the real robot was also successful for the problem of dynamic walking on stepping stones with step lengths varied within [23 : 78](cm) and average walking speed of 0.6(m/s).

In order to address the problems of robust control and safety-critical control in a unified control framework, we present a novel method of optimal robust control through a quadratic program that offers tracking stability while subject to input and state-based constraints as well as safety-critical constraints for nonlin-
ear dynamical robotic systems under significant model uncertainty. The proposed method formulates robust control Lyapunov and barrier functions to provide guarantees of stability and safety in the presence of model uncertainty. We evaluate our proposed control design on different applications ranging from a single-link pendulum to dynamic walking of bipedal robot subject to contact force constraints as well as safety-critical precise foot placements on stepping stones, all while subject to significant model uncertainty. We conduct preliminary experimental validation of the proposed controller on a rectilinear spring-cart system under different types of model uncertainty and perturbations. To solve this problem, we also present another solution of adaptive CBF-CLF controller, that enables the ability to adapt to the effect of model uncertainty to maintain both stability and safety. In comparison with the robust CBF-CLF controller, this method not only can handle a higher level of model uncertainty but is also less aggressive if there is no model uncertainty presented in the system.
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5.3 Serial Spring Mass System (relative-degree 6): Cart positions and input force for the Ex-
ponential CBF-CLF-QP controller with desired cart position $x_{3d} = 3(m)$ and with safety
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7.14 Results from experiment of ATRIAS walking over stepping stones with changing step length (Fig. 7.11a). Note that there is a 50:1 gear ratio from the motors to the links. We present here the joint torques. A video of the experiment can be found here: https://youtu.be/JKkPWHm6H7k

7.15 ATRIAS stepping stone experiment with changing step length and step height. (b) is a panorama of the terrain. Also shown are the step lengths between consecutive stones and the heights to the ground of each stones in the illustrated terrain. A video of the experiment can be found here: https://youtu.be/jQeC1OOmOmk

7.16 Results from experiment of ATRIAS walking over stepping stones with changing step length and step height (Fig. 7.11b). Note that there is a 50:1 gear ratio from the motors to the links. We present here the joint torques. Experimental video: https://youtu.be/jQeC1OOmOmk

7.17 ATRIAS walking over different realizations of the stochastic terrain with simultaneous random variation in step length and step height.

8.1 Single Pendulum: Control of single pendulum with safety constraint \( q \geq q_{\text{min}} \). The CBF-CLF-QP can guarantee safety with a perfect model but fails with only 20% of model uncertainty. The Robust CBF-CLF-QP maintains both very good tracking performance and safety constraints under up to 100% of model uncertainty. Note that the non-robust CBF-CLF-QP controller has sudden jumps in the control signal due to the unknown model dynamics causing the state going fast to the boundary of the safe set. In contrast, the robust CBF-CLF-QP controller takes the uncertainty into account and only lets the state approach the boundary of the safe set slowly.
8.2 Bipedal robot with carrying unknown load and contact force constraints. Even in the nominal case of NO uncertainty, the CLF-QP controller fails due to lacking of contact force constraints. The CLF-QP with Constraints (Contact Force Constraints) works well with perfect model but fails with only 5 kg of load. The Robust CLF-QP with Robust Constraints maintains both good tracking performance and contact force constraints under up to 15 kg of load (47% of the robot weight). The other two controllers are unstable in this case.

8.3 Dynamic Walking of Bipedal Robot while Carrying Unknown Load, subject to Contact Force Constraints and Foot-Step Location Constraints. 100 random simulations were tested. For each simulation, the unknown load was choose randomly between 5-15 kg, the desired footstep locations for 10 steps were choose randomly between 0.35-0.55 m. The same set of random parameters was tested on the four controllers, where the four controller was specified in (8.29).

8.4 Dynamic bipedal walking while carrying unknown load, subject to torque saturation constraints (input constraints), contact force constraints (state constraints), and foot-step location constraints (safety constraints). Simulation of the Robust CBF-CLF-QP with Robust Constraints controller for walking over 10 discrete foot holds is shown, subject to model uncertainty of 15 Kg (47%). An animation of the simulation is available at http://youtu.be/tT0xE1XlyDI.

8.5 Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47%). The CBF constraints, $h_1(x) \geq 0$ and $h_2(x) \geq 0$ defined in [58], guarantee precise foot-step locations. The figure depicts data for 10 steps of walking. As can be clearly seen, the constraints are strictly enforced despite the large model uncertainty.

8.6 Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47%). (a) Vertical contact force constraint and (b) friction constraint are shown for 10 steps walking. As is evident, both constraints are strictly enforced despite the large model uncertainty.
8.7 Experimental results on the spring-mass system. The goal is to drive the cart to the target location of 2 cm, while enforcing the safety constraint that the cart does not cross 1 cm. The controller just uses the nominal model as illustrated in Case 1 for all the 6 different cases. Model uncertainty is introduced for Cases 2 in the form of an added unknown mass. Additionally for Case 3, a perturbation is introduced in the form of shaking the table. For Case 4, in addition to the unknown mass, an unknown dynamics is introduced in the form of another cart that is connected through a spring. Additionally for Cases 5 and 6, perturbations are introduced in the form of manually shaking the table and shaking the second cart respectively. In all cases, the proposed robust controller still enforces the strict safety-critical constraint and maintains the cart position under 1 cm. A video of the experiment is available at [https://youtu.be/g1UewF4R8L4](https://youtu.be/g1UewF4R8L4).

8.8 Dynamic bipedal walking while carrying unknown load, subject to torque saturation constraints (input constraints), contact force constraints (state constraints), and moving stepping stones (time-varying safety-critical constraints). Dynamical walking over 10 steps is carried out, subject to model uncertainty of carrying an unknown load of 15 Kg (47 %). Simulation video: [https://youtu.be/nBShDTn7II](https://youtu.be/nBShDTn7II).

8.9 Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47 %). Ten steps of the horizontal position of the swing leg (thick blue) with respect to the stance leg, and desired stone locations varying either linearly or sinusoidally over time (thin orange / red) are shown. The proposed controller guarantees strict enforcement of the foot placement constraints on the moving stepping stones, even with large model uncertainty.

8.10 Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47 %). (a) Vertical contact force constraint and (b) friction constraint are shown for 10 steps of walking. As is evident, both constraints are strictly enforced despite the large model uncertainty.

9.1 Control diagram illustrating $L_1$ adaptive control with a CBF-CLF-QP based closed-loop reference model for fully-actuated systems.

9.2 Control diagram illustrating $L_1$ adaptive control with a CBF-QP based closed-loop reference model for under-actuated systems.

9.3 Simulation on a single cart system: Comparison of robust CBF and L1 adaptive CBF with different levels of model uncertainty. Our control goal is to enforce the state-dependent constraint $B(x) \geq 0$. 
9.4 Simulation of a two-link pendulum: Comparison of nominal CBF and L1 adaptive CBF with different levels of model uncertainty. The model uncertainty is generated by scaling both the mass of two links of the pendulum by a certain value. Our control goal is to enforce the state-dependent constraint $B(x) \geq 0$.

9.5 Simulation of a two-link pendulum: Comparison of nominal CBF and L1 adaptive CBF with model uncertainty scale of 5. The model uncertainty is generated by scaling both the mass of two links of the pendulum by a certain value.

9.6 Simulation of an Acrobot model: Comparison of nominal CBF and L1 adaptive CBF with and without model uncertainty. The model uncertainty is generated by scaling the mass of link 1 and link 2 by factors of 0.5 and 5 respectively. Our control goal is to enforce the state-dependent constraint $B(x) \geq 0$.

9.7 Simulation of $L_1$ adaptive CBF controller on a bipedal robot walking on stepping stones while carrying an unknown load of 30 kg (94% of the robot weight).

9.8 Simulation of a two-link pendulum model: Comparison of nominal CBF and L1 adaptive CBF using linearized model with different working ranges: (a) $[q^0_1, q^0_2] = [-\pi/6, -\pi/6], [q^d_1, q^d_2] = [\pi/6, \pi/6], y_{E, \min}^m = -0.48 \text{ m}$; (b) $[q^0_1, q^0_2] = [-\pi/4, -\pi/4], [q^d_1, q^d_2] = [\pi/4, \pi/4], y_{E, \min}^m = -0.41 \text{ m}$; (c) $[q^0_1, q^0_2] = [-\pi/2, -\pi/2], [q^d_1, q^d_2] = [\pi/2, \pi/2], y_{E, \min}^m = -0.3 \text{ m}$, where $[q^0_1, q^0_2]$ and $[q^d_1, q^d_2]$ are the initial condition and the desired set points of the two link angles, $y_{E, \min}^m$ is the minimum vertical position of the end-effector that we want to enforce. Our control goal is to enforce the state-dependent constraint $B(x) \geq 0$.

10.1 On-board camera attachment on the ATRIAS robot.

10.2 Comparison of (a) real camera view and (b) camera scene after filtering.

10.3 Preliminary experiment on stepping stones using on-board camera. These are the snapshots of three consecutive walking steps.
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Chapter 1

Introduction

1.1 Motivation

There is tremendous interest in employing legged and humanoid robots for dangerous missions in disaster and rescue scenarios. This is evidenced by the grand challenge in robotics, The DARPA Robotics Challenge (DRC). Such time and safety critical missions require the robot to operate swiftly and stably while dealing with high levels of uncertainty and large external disturbances. In addition to inaccurate robot models, model uncertainty can also arise from interaction tasks. For instance, practical robotic applications involving walking robots that lift and carry large unknown loads, pull unknown weights, drag heavy hoses, etc., will have to deal with significant changes to the dynamical model. The limitation of current research, as well as the demand of practical requirement, motivates our research on robust control for hybrid systems in general and bipedal robots in particular.

Furthermore, for a rescue mission, the ability to navigate rough terrains like climbing stairs and stepping stones are very crucial (see Fig. 1.1). This also motivates us to develop a control framework to handle the

![Fig. 1.1](image)

(a) Exploration Mission  (b) Mars surface  (c) Fire Fighting  (d) Disaster Rescue

Figure 1.1: Exploration missions, fire fighting and disaster rescue are motivation examples for developing legged robotics systems with the ability of adapting to uneven terrains and unexpected uncertainty.
problem of dynamic walking on stepping stones in this thesis. While most of current works on footstep placement rely on quasi-static walking, resulting in slow walking speed, short step length and high energy consumption, our proposed work attempts to offer a solution for dynamic walking on stepping stones that instead has fast walking gait, wider range of step length variation and is very energy efficient. Since any disaster scenario may require a long time of search and rescue, energy efficiency plays a very important role to guarantee long enough operation time of the robot under the limitation of its own battery capacity.

For the problem of dynamic walking of bipedal robots, in recent years, the method of Hybrid Zero Dynamics (HZD), [79], has been very successful demonstrated in different robots [15], [72]. However, a primary shortcoming of the method is that it assume perfect knowledge of the dynamic model and deal with periodic walking only. The goal of this thesis is to relax the requirement of perfect knowledge of the model by allowing for bounded uncertainty, and designing an optimal robust controller through a CLF-QP so as to still retain stability. In addition to that, our methods can also offer a solution to address aperiodic motion either via real-time feedback controller or gait optimization. Our development therefore can handle aperiodic walking under model uncertainty. An application is dynamic walking on stepping stones while carrying an unknown load, that requires the robot to be able to adapt to changes in the robot dynamics as well as ground terrain characteristics.

1.2 Thesis Contributions

The main contributions of this thesis with respect to prior work are as follows:

- Robust control via control Lyapunov functions and L1 adaptive control to guarantee robust stability under model uncertainty. We apply these two controllers to the problem of dynamic walking while carrying an unknown load.

- Introducing Exponential control Barrier functions, a novel concept to address high-relative degree constraints in dynamical systems. The proposed control design is numerically validated on a relative degree 4 nonlinear system (the two-link pendulum with elastic actuators) and experimentally validated on a relative degree 6 linear system (the serial cart-spring system).

- Dynamic walking on stepping stones using control Barrier functions based controller. This work is for planar walking with changing step length. We guarantee footstep placement as a safety constraints enforced in real-time via feedback controller, allowing us to address the problem of dynamic walking on time-varying stepping stones as well.

- 3D dynamic walking on stepping stones using control Barrier functions with simultaneous variation
in step length and step width. Numerical validation is conducted on the model of DURUS, a 23 degree-of-freedom humanoid robot.

- Dynamic walking on stepping stones with gait library and control Barrier functions. The combination of CBF and gait library in this work enhances the range of step length variation as well as the feasibility of the quadratic programs based controller.

- Dynamic walking on stepping stones with 2-step periodic gait optimization. This method takes into account step transitions while using a small number of gaits. This work enables the ability to address the change in both step length and step height while having smoother step transitions. We successfully conducted experimental validation on ATRIAS robot walking on stepping stones with the step length variation of $[23 : 78] \text{(cm)}$ as well as simultaneous variation in step length and step height of $[35 : 60] \text{(cm)}$ and $[-22 : 22] \text{(cm)}$ respectively while having dynamic walking with average speed of 0.6(m/s).

- Presenting a unified robust optimal controller that can guarantee at the same time robust stability, robust safety and robust constraints. The application on dynamic walking on stepping stones while carrying unknown load was validated. Preliminary experimental result is successfully implemented on a rectilinear spring-cart system under different types of model uncertainty and perturbations.

1.3 Thesis Organization

The rest of the thesis is organized as follows: in Chap. 2 we provide literature survey on prior work related to control of bipedal robots, footstep placement, robust and adaptive control; Chap. 3 revises background on Hybrid Zero Dynamics and control Lyapunov functions based quadratic programs controller; in Chap. 4 we analyze the effect of model uncertainty on the nominal CLF-QP controller and then introduce the methods of robust CLF-QP and L1 adaptive controller for CLF-QP controller. We apply these controllers to the problem of dynamic walking while carrying unknown load; Chap. 6 presents different results in our method of using control Barrier functions for the application of dynamic walking on stepping stones, time-varying stepping stones, 3D stepping stones with simultaneous variation in both step length and step width. In the last section of this Chapter, we incorporate CBF and gait library to enlarge the range of step length variation; we then introduce a novel unified robust optimal control based on quadratic programs in Chap. 8. This proposed method can help us to handle robust stability, robust safety, robust constraints at the same time. Numerical validation on the problem of bipedal walking on stepping stones while carrying unknown load and experimental validation on a spring-cart system were conducted using this method; in Chap. 7 we achieve better step transitions for the problem of stepping stones using 2-step periodic gait library. This
method also offers the ability to handle the problem of changing both step length and step height at the same time. We validated the method experimentally on ATRIAS, an underactuated bipedal robot. Lastly, Chapter 10 presents conclusion and future work.
Chapter 2

Literature Survey

In this chapter, we will review related state-of-the-art research in control of dynamic walking of legged robots, footstep placement for bipedal walking, nonlinear control using Lyapunov theory and robust and adaptive control.

2.1 Walking Control of Bipedal Robots

For humanoid robot walking, the zero-moment point (ZMP) method [76], [36] was long established and is widely used even today. In this method, the trajectory of a walking robot is planned using the angular momentum equation to ensure the dynamical postural stability of the robot, which usually is quantified by the distance of the zero moment point from the boundary of a predefined stability region. However, this method results in quasi-static walking and is not energy efficient as well as not applicable for dynamic walking. The ZMP constraint also assumes flat ground contact, therefore is difficult to apply to walking on uneven terrains. For dynamic walking, people introduce the notion of passive dynamic walking [48], where a robot without on-board power uses passive gravitational energy from descending a shallow slope to settle into an energy-efficient walking gait. Walking control for actuated robots based on passive dynamic walking is also deployed in [17], [73]. Energy efficiency is often quantified using the notion of dimensionless "specific cost of transport" [74], which is the amount of energy consumed to carry a unit weight a unit distance. The Cornell Biped [18], a passive dynamic walker, has the same specific cost of transport as humans, equal to 0.20; while the humanoid Honda’s ASIMO using ZMP method has a specific cost of transport of 3.23 [17]. Although passive dynamic based methods offer very energy efficient walking, the resulting gaits are not robust to perturbations and the stability is fragile. For handling uneven terrain, Raibert’s method [33] uses step-by-step feedback control to determine the footstep placement in order to stabilize the robot. The methods gained some very impressive results [63] for rough terrain walking. However, because the control
design focuses on keeping the robot’s balance and doesn’t take into account the energy consumption of the motion, it therefore still has very high specific cost of transport. Recently, bipedal walking template using Bipedal Spring-Mass model (or Dual-SLIP model) was presented in [26], that can reproduce the key characteristics in human walking, including the center of mass (CoM) vertical oscillations and human-like ground reaction force pattern. Since the method tends to mimic human-like walking in bipedal robots, it could potentially lead to better energy efficient walking. Interestingly, bipedal robot walking and running based on spring-mass models has been shown to be robust to uneven terrain [29], [77], [66], [16]. Instead of using the simplified model, the method of Hybrid Zero Dynamics (HZD) [80] is based on the full nonlinear dynamics of the robot and has a provable closed-loop stability. In this method, the walking gait optimization process tries to minimize the energy consumption with respect to the system dynamics and physical constraints, resulting in energy efficiency for the walking gait. Based on HZD, the work on human-inspired control [2] using human walking data for the optimization to get a more human-like walking gait. Because the HZD method is designed systematically based on the robot dynamics, it can be extended to a high degree-of-freedom humanoid robot [30]. However, primary shortcomings of the method are that it assumes perfect knowledge of the dynamic model and addresses periodic walking only. This thesis will try to resolve these shortcomings by addressing the problem of model uncertainty as well as aperiodic walking.

2.2 Footstep Placement for Bipedal Walking

Footstep placement control for fully actuated legged robots initially relied on quasi-static walking and resulted in slow walking speeds [36], [41], [14]. Impressive results in footstep planning and placements in obstacle filled environments with vision-based sensing have been carried out in [50], [13]. The DARPA Robotics Challenge inspired several new methods, some based on mixed-integer quadratic programs [20]. However, as mentioned in [21, Chap. 4], mixed-integer-based footstep planning does not offer dynamic feasibility even on a simplified model. These methods are therefore not applicable for dynamic walking with faster walking gaits. On the other hand, the approach developed in [85] allows aperiodic gaits with varying step lengths designed on a complete dynamical model, but requires the a priori design of controllers that realize precise transitions between each pair of elements of the gait library, resulting in exponential (factorial) growth in the number of pre-designed controllers.

2.3 Control Lyapunov Functions based Controller

Lyapunov functions and control Lyapunov functions (CLFs) are a classical tool for design and analysis of feedback control that stabilize the closed-loop dynamics of both linear and nonlinear dynamical systems,
see [24]. Traditional CLF-based controllers involve closed-form control expressions such as the min-norm and the Sontag controllers [68]. Recently, a novel approach of expressing CLF-based controllers via online quadratic programs (QPs) in [25] opened an effective way for dealing with stability while also enabling the incorporation of additional constraints, such as input constraints. In [25], the CLF-based controller is expressed in the QP as an inequality constraint on the time-derivative of the CLF, which easily enables adding additional constraints such as input saturation through the relaxation of the CLF inequality condition. The QP can be executed online at 1kHz in real-time as a state-dependent feedback controller. However, this work did not handle model uncertainty or safety-critical constraints.

In addition to CLFs, we also draw inspiration from recent methods of control barrier functions (CBFs) that can be incorporated with control Lyapunov function based quadratic programs to result in the CBF-CLF-QP, as introduced in [3]. This framework enables handling safety-critical constraints effectively in real-time. Experimental validation of this type of controller for the problem of Adaptive Cruise Control was presented in [49]. This framework has also been extended to various interesting application domains, such as safety-critical geometric control for quadrotor systems [82] and safety-critical dynamic walking for bipedal robots [58], [34]. Although this work can handle safety-critical constraints, however a precise model of the system is required to enforce the constraints.

Moreover, as presented in [84], preliminary robustness analysis of the CBFs indicate that the safety-critical constraint will be violated in the presence of model uncertainty, with the amount of violation being bounded by the value of the upper bound of the model uncertainty. In particular, model uncertainty leads to constraint violation of the safety-critical constraints. In this thesis, we seek a method to simultaneously handle robust stability, robust input-based constraints and robust state-dependent constraint in the presence of significant model uncertainty. We will do this through robust control formulations of the CLF, CBF, and constraints.

2.4 Robust and Adaptive Control

Robust control is an extensively studied topic. We have established methods, such as $H_\infty$-based robust control and linear quadratic Guassian (LQG) based robust control [43, 87] for robust control of linear systems. For robust control of nonlinear systems, input-to-state stability (ISS) and sliding mode control (SMC) are two main methods. The ISS technique (see [69, 70, 5]) can be used to both analyze the robustness of nonlinear systems as well as design robust controllers based on control Lyapunov functions. However, a primary disadvantage of ISS based controllers is that the resulting controller only maintains the system errors in a sufficiently small neighborhood of the origin, resulting in non-zero tracking errors. In recent years, there has been work on robust control of hybrid systems based on the ISS technique, for instance see [75, 62, 8].
In contrast, sliding mode control techniques can deal with a wide range of uncertainties and drive the system to follow a given sliding surface, thereby driving outputs to desired values without any tracking errors (see [23, 22, 86]). However, the primary disadvantage of SMC is the chattering phenomenon caused by discrete switching for keeping the system attracted to the sliding surface.

Robust control techniques have also been extensively applied to robotic manipulator arms, see [71, 45], however manipulator arms do not have challenges such as underactuation and unilateral ground contact forces making their control easier. Robust control techniques have also been applied to bipedal walking. For instance, the work in [44] extends adaptive robust control of manipulator arms to bipedal robots, the work in [38] considers a simple 2D inverted-pendulum model and pre-computes a control policy through offline nonlinear optimization to prevent falls under the assumption of bounded disturbances. Similarly, recent results on robust feedback motion planning for the problem of UAVs avoiding obstacles in [46] also precomputed a library of “funnels” via convex optimization that represents different maneuvers of the system under bounded disturbances. A real-time planner then composes motion trajectories based on the resulting funnel library. Offline optimization for stabilization of walking and running with robustness to discrete-time uncertainties such as terrain perturbations has been carried out in [27][28]. Our method, in contrast, is based on real-time feedback controller to guarantee robust stability as well as robust safety of robotic systems through an online optimization without the need of precomputed motion plans. Additional robust planning and control techniques exist for legged robots where the robustness is with respect to stochastic uncertainty in the model / terrain, for instance see [37][65][6][7].

In addition to that, in recent years, the introduction of $L_1$ adaptive control technique has enabled de-coupling of adaptation and robustness in adaptive control techniques. In particular, by applying a low-pass filter as part of the adaptation laws help the $L_1$ adaptive controller to guarantee not only stability [9] but also transient performance [10]. $L_1$ adaptive control appears to have great potential for application in aerospace systems, illustrated in [11], [62]. However, to the best of our knowledge, using $L_1$ adaptive control to deal with uncertainty for control of bipedal robots, systems that are hybrid, high-dimensional, nonlinear and undeactuated, has not been considered. Furthermore, while standard $L_1$ adaptive control typically solves the problem of tracking a given linear reference system, in this thesis, we present an adaptive control for nonlinear uncertainty with a nonlinear reference model that arises as the closed-loop system on application of a rapidly exponential stabilizing control Lyapunov function (RES-CLF) [4]. For control of bipedal robots, guaranteeing a suitable rate of convergence is very important for the stability of its hybrid dynamics. Thus we need to drive the robot to follow a fast reference dynamical model. The presence of a low-pass filter in the $L_1$ adaptive control allows us to prevent high-frequency control signals that are typical and frequently seen in adaptive control problems. This will be critical to keep motor torques less noisy, and will contribute to ensuring the validity of the unilateral ground contact constraints, as well as retaining the energy efficiency of walking control of bipedal robot.
Having reviewed related works, in the next Chapter, we will revise the control Lyapunov function based controller that will be used throughout the thesis.
Chapter 3

Hybrid Zero Dynamics and Control
Lyapunov Functions based Quadratic Program for Dynamic Walking

In this chapter, we will present background on dynamic walking of bipedal robots using Hybrid Zero Dynamics and then control Lyapunov functions (CLF) based quadratic program controller that will be used widely throughout the thesis. This nonlinear controller will guarantee exponential convergence of the control outputs and the closed-loop hybrid system. The CLF condition can be expressed as a quadratic constraints therefore can be solved using quadratic program, opening up the ability to address additional constraints such as input saturation, friction constraints that cannot be done using PD control. Firstly, we will present input-output linearization to cancel out the nonlinearity in the system dynamics. We then can easily design our controller for the linearized system.

3.1 Dynamical Model for Walking

In this thesis, we will use two robot models (a) RABBIT [15] and (b) a planar representation of ATRIAS [64] that are shown in Fig. 3.1. We will next briefly describe the robot kinematics, construct the dynamical model, perform nonlinear optimization to search for a periodic gait, and design a controller to stabilize the gait on the ATRIAS robot model. Note that a similar approach can be used for RABBIT or other bipedal robots.

ATRIAS’s total mass is 63 kg, with approximately 50% of the mass in the hips, 40% in the torso, and with light legs formed by a four-bar linkage. The robot is approximately left-right symmetric. The
configuration variables for the system can be defined as $q := (q_T, q_{1R}, q_{2R}, q_{1L}, q_{2L}) \in \mathbb{R}^5$. The variable $q_T$ corresponds to the world frame pitch angle of the torso, while the variables $(q_{1R}, q_{2R}, q_{1L}, q_{2L})$ refer to the local coordinates for the linkages. Each of the four linkages are actuated by a DC motor behind a 50:1 gear ratio harmonic drive, with the robot having one degree of underactuation. The four-bar linkage mechanism comprising of the leg coordinates $(q_1, q_2)$ map to the leg angle and knee angle $(q_{LA}, q_{KA})$, as $q_{LA} := \frac{1}{2}(q_1 + q_2)$ and $q_{KA} := q_2 - q_1$. With the state $x = (q, \dot{q})$ denoting the generalized positions and velocities of the robot and $u$ denoting the joint torques, a hybrid model of walking can be expressed as

$$\begin{cases} \dot{x} &= f(x) + g(x) u, \quad x^- \notin S \\ x^+ &= \Delta(x^-), \quad x^- \in S, \end{cases}$$

where $S$ is the impact surface and $\Delta$ is the reset or impact map. A more complete description of the robot and a derivation of its model is given in [64].

Having described the dynamical model of ATRIAS, we will now present a model-based approach for designing a periodic walking gait that satisfy physical constraints arising from the robot and its environment.

### 3.2 Gait Design Using Virtual Constraints

The nominal feedback controller is based on the virtual constraints framework presented in [79]. Virtual constraints are kinematic relations that synchronize the evolution of the robot’s coordinates via continuous-time feedback control. One virtual constraint in the form of a parametrized spline can be imposed for each
The world frame pitch angle is denoted by $q_T$, while $(q_1, q_2)$ are body coordinates. The outputs to be controlled are denoted by $q_{LA}$ and $q_{KA}$. The model is assumed left-right symmetric.

Parameter optimization is used to find the spline coefficients so as to create a periodic orbit satisfying a desired step length, while respecting physical constraints on torque, motor velocity, and friction cone. The optimization method used here is the direct collocation code from [35], although other methods, such as [31] or fmincon can be used as well.

The virtual constraints are expressed as an output vector

$$y = y_0(q) - y_d(s(q), \alpha),$$

(3.2)

to be asymptotically zeroed by a feedback controller. Here, $y_0(q)$ specifies the quantities to be controlled

$$h_0(q) = \begin{bmatrix} \frac{1}{2} & \frac{1}{2} & 0 & 0 \\ 0 & 0 & \frac{1}{2} & \frac{1}{2} \\ -1 & 1 & 0 & 0 \\ 0 & 0 & -1 & 1 \end{bmatrix} \begin{bmatrix} q_1^T \\ q_2^T \\ q_1^{sw} \\ q_2^{sw} \end{bmatrix} = : \begin{bmatrix} q_{st}^L \\ q_{st}^K \\ q_{sw}^L \\ q_{sw}^K \end{bmatrix},$$

(3.3)

where $st$ and $sw$ designate the stance and swing legs, respectively, and $y_d(s, \alpha)$ is a 4-vector of Beziér polynomials in the parameters $\alpha$ specifying the desired evolution of $y_0(q)$, where $s$ is a gait phasing variable.
Table 3.1: Optimization constraints

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor Torque</td>
<td>$</td>
</tr>
<tr>
<td>Impact Impulse</td>
<td>$F_e \leq 15 \text{ Ns}$</td>
</tr>
<tr>
<td>Friction Cone</td>
<td>$\mu_f \leq 0.4$</td>
</tr>
<tr>
<td>Vertical Ground Reaction Force</td>
<td>$F_{vl} \geq 200 \text{ N}$</td>
</tr>
<tr>
<td>Mid-step Swing Foot Clearance</td>
<td>$h_{f</td>
</tr>
<tr>
<td>Dynamic Constraints</td>
<td>Eq. (3.1)</td>
</tr>
</tbody>
</table>

defined as

$$s := \frac{\theta - \theta_{\text{init}}}{\theta_{\text{final}} - \theta_{\text{init}}},$$

with $\theta = q_T + q_{st}^{LA}$ being the absolute stance leg angle and $\theta_{\text{init}}, \theta_{\text{final}}$ being the values of $\theta$ at the beginning and end of the gait respectively.

The cost function and constraints for the optimization are formulated as in [79] [Chap. 6.6.2], with the optimization constraints given in Table 3.1 and the cost taken as integral of squared torques over step length:

$$J = \frac{1}{L_{\text{step}}} \int_0^T ||u(t)||_2^2 \, dt.$$  

(3.5)

We have presented the representation of system dynamics for bipedal robots and the construction of control outputs using Hybrid Zero Dynamics. In the next Sections, we will present input-output linearization and the nonlinear control design using control Lyapunov functions to guarantee exponential stability for the closed-loop system.

### 3.3 Input-Output Linearizing Control

Consider a nonlinear control affine hybrid model

$$\mathcal{H} : \begin{cases} 
\dot{x} = f(x) + g(x)u, & x \notin S \\
x^+ = \Delta(x^-), & x \in S \\
y = y(x),
\end{cases}$$

(3.6)
where \( x \in \mathbb{R}^n \) is the system state, \( u \in \mathbb{R}^m \) is the control input, \( S \) is the switching surface of the hybrid system, and \( y \in \mathbb{R}^m \) is a set of outputs. For the application on bipedal walking, the system dynamic is constructed in (3.1) and the control input \( y(x) \) is designed in (3.2).

If the control output \( y(x) \) has relative degree 2, then the time-derivative \( \dot{y}(x) \) will be a function of the state \( x \) and not dependent on the control input \( u \). Considering the second time-derivative \( \ddot{y} \), we have:

\[
\ddot{y} = \frac{\partial \dot{y}}{\partial x} \dot{x} = L^2_f y(x) + L_g L_f y(x) u. \tag{3.7}
\]

where \( L \) represents the Lie derivatives. To be more specific:

\[
L^2_f y(x) \triangleq \frac{\partial \dot{y}}{\partial x} f(x), \quad L_g L_f y(x) \triangleq \frac{\partial \dot{y}}{\partial x} g(x). \tag{3.8}
\]

If the decoupling matrix \( L_g L_f y(x) \) is invertible, then the controller

\[
u(x, \mu) = u_{ff}(x) + (L_g L_f y(x))^{-1} \mu, \tag{3.9}\]

with the feed-forward control input

\[
u_{ff}(x) = -(L_g L_f y(x))^{-1} L^2_f y(x), \tag{3.10}\]

input-output linearizes the system. The dynamics of the system (3.6) can then be described in terms of dynamics of the transverse variables, \( \eta \in \mathbb{R}^{2m} \), and the coordinates \( z \in \mathcal{Z} \) with \( \mathcal{Z} \) being the co-dimension \( 2m \) manifold

\[
\mathcal{Z} = \{x \in \mathbb{R}^n | \eta(x) \equiv 0\}. \tag{3.11}\]

One choice for the transverse variables is,

\[
\eta = \begin{bmatrix} y(x) \\ \dot{y}(x) \end{bmatrix}. \tag{3.12}\]
The input-output linearized hybrid system then is,

\[ \mathcal{H}^{IO}: \begin{cases} 
\dot{\eta} = \bar{f}(\eta) + \bar{g}(\eta)\mu, \\
\dot{z} = p(\eta, z), \\
\eta^+ = \Delta_X(\eta^-, z^-), \\
\eta^- = \Delta_X(\eta^+, z^+), \\
y = y(\eta), \\
\end{cases} \quad (3.13) \]

where \( z \) represents uncontrolled states \([4]\), and

\[ \bar{f}(\eta) = F\eta, \quad \bar{g}(\eta) = G, \quad (3.14) \]

with,

\[ F = \begin{bmatrix} O & I \\
0 & O \end{bmatrix} \quad \text{and} \quad G = \begin{bmatrix} O \\
I \end{bmatrix}. \quad (3.15) \]

The linear system in (3.14) is in controllable canonical form, and with the PD control

\[ \mu = \begin{bmatrix} -\frac{1}{\varepsilon^2}K_P & -\frac{1}{\varepsilon}K_D \end{bmatrix} \eta, \quad (3.16) \]

the closed-loop system will become

\[ \ddot{y} + \frac{1}{\varepsilon}K_D\dot{y} + \frac{1}{\varepsilon^2}K_Py = 0, \quad (3.17) \]

and will be exponentially stable if we choose \( K_P \) and \( K_D \) such that

\[ A = \begin{bmatrix} 0 & I \\
-K_P & -K_D \end{bmatrix} \quad (3.18) \]

is Hurwitz. The \( \varepsilon \) factor is used to control the rate of convergence and is needed to ensure we converge sufficiently fast so as to account for the expansion produced by the impact map, see \([51]\) for more details. A corresponding quadratic Lyapunov function can then be established through the Lyapunov equation as done in the next subsection.
3.4 Control Lyapunov Function based Quadratic Programs

3.4.1 CLF-QP

Instead of a linear control design such as PD in (3.16), an alternative control design is through a control Lyapunov function $V(\eta)$, wherein a control is chosen pointwise in time such that the time derivative of the Lyapunov function $\dot{V}(\eta, \mu) \leq 0$, resulting in stability in the sense of Lyapunov, or $\dot{V}(\eta, \mu) < 0$ for asymptotic stability, or $\dot{V}(\eta, \mu) + \lambda V(\eta) \leq 0, \lambda > 0$ for exponential stability.

To enable directly controlling the rate of convergence, we use a rapidly exponentially stabilizing control Lyapunov function (RES-CLF), introduced in [4]. RES-CLFs provide guarantees of rapid exponential stability for the transverse variables $\eta$. In particular, a function $V_\varepsilon(\eta)$ is a RES-CLF for the system (3.6) if there exist positive constants $c_1, c_2, c_3 > 0$ such that for all $0 < \varepsilon < 1$ and all states $(\eta, z)$ it holds that

\[ c_1\|\eta\|^2 \leq V_\varepsilon(\eta) \leq \frac{c_2}{\varepsilon^2}\|\eta\|^2, \quad (3.19) \]
\[ \dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon}V_\varepsilon(\eta) \leq 0. \quad (3.20) \]

The RES-CLF will take the form:

\[ V_\varepsilon(\eta) = \eta^T \begin{bmatrix} \frac{1}{\varepsilon}I & 0 \\ 0 & I \end{bmatrix} P \begin{bmatrix} \frac{1}{\varepsilon}I & 0 \\ 0 & I \end{bmatrix} \eta =: \eta^T P_\varepsilon \eta, \quad (3.21) \]

where $P$ is the solution of the Lyapunov equation $A^TP + PA = -Q$ (where $A$ is given by (3.18) and $Q$ is any symmetric positive-definite matrix); and the time derivative of the RES-CLF (3.21) is computed as

\[ \dot{V}_\varepsilon(\eta, \mu) = \frac{\partial V_\varepsilon}{\partial \eta} \dot{\eta} = L_f V_\varepsilon(\eta) + L_g V_\varepsilon(\eta) \mu, \quad (3.22) \]

where

\[ L_f V_\varepsilon(\eta) = \frac{\partial V_\varepsilon}{\partial \eta} \bar{f}(\eta) = \eta^T (F^TP_\varepsilon + P_\varepsilon F) \eta, \]
\[ L_g V_\varepsilon(\eta) = \frac{\partial V_\varepsilon}{\partial \eta} \bar{g}(\eta) = 2\eta^T P_\varepsilon G. \quad (3.23) \]

It can be show that for any Lipschitz continuous feedback control law $\mu$ that satisfies the RES condition (3.20), it holds that

\[ V(\eta) \leq e^{-\frac{c_3}{\varepsilon}t}V(\eta(0)), \quad \|\eta(t)\| \leq \frac{1}{\varepsilon} \sqrt{\frac{c_2}{c_1}} e^{-\frac{c_3}{2\varepsilon}t}\|\eta(0)\|, \quad (3.24) \]
i.e. the rate of exponential convergence can be directly controlled with the constant \(\varepsilon\) through \(\frac{c_3}{\varepsilon}\). One such controller is the pointwise min-norm control law \([24]\), formulated as,

**Pointwise min-norm:**

\[
\mu_\varepsilon(\eta, z) = \begin{cases} 
-\frac{\psi_0,\varepsilon(\eta, z)\psi_1,\varepsilon(\eta, z)}{\psi_1,\varepsilon(\eta, z)^T \psi_1,\varepsilon(\eta, z)} & \text{if } \psi_0,\varepsilon(\eta, z) > 0 \\
0 & \text{if } \psi_0,\varepsilon(\eta, z) \leq 0 
\end{cases}.
\]  

(3.25)

where,

\[
\psi_0,\varepsilon(\eta, z) = L_f V_\varepsilon(\eta, z) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta, z),
\]

\[
\psi_1,\varepsilon(\eta, z) = L_g V_\varepsilon(\eta, z).
\]  

(3.26)

The min-norm controller can be also expressed as a QP-based controller called (CLF-QP)-based controller, introduced in \([25]\), where \(\mu\) is directly selected through an online quadratic program to satisfy (3.20):

**CLF-QP:**

\[
u^*(x) = \arg\min_{u,\mu} \mu^T \mu \quad \text{s.t.} \quad \dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq 0,
\]

\[
u = u_{ff}(x) + \left(L_g L_f y(x)\right)^{-1} \mu, \quad \text{(IO)}
\]  

(3.27)

Note that the above minimization problem is a quadratic program since the inequality constraint on the time-derivative of the Lyapunov function can be written as a linear inequality constraint

\[
A_{clf} \mu \leq b_{clf},
\]

(3.28)

where

\[
A_{clf} = L_g V_\varepsilon(\eta); b_{clf} = -L_f V_\varepsilon(\eta) - \frac{c_3}{\varepsilon} V_\varepsilon(\eta).
\]  

(3.29)
Moreover, the IO equality constraint is linear in $u, \mu$, and can be written as:

$$A_{IO} \begin{bmatrix} u \\ \mu \end{bmatrix} = b_{IO},$$

(3.30)

where

$$A_{IO} = \begin{bmatrix} I & -(L_gL_fy(x))^{-1} \end{bmatrix}, \quad b_{IO} = u_{ff}(x).$$

(3.31)

This optimization is solved pointwise in time. Furthermore the existence of efficient quadratic program solvers, such as CVXGEN [47], enable solving the problem in real-time speeds over 1 kHz.

**Remark 3.1.** Note that the solution of the above QP has been shown to be Lipschitz continuous [53].

### 3.4.2 CLF-QP with Constraints

Formulating the control problem as a quadratic program now enables us to incorporate constraints into the optimization. These constraints could be input constraints for input saturation or state-based constraints such as friction constraints, contact force constraints, etc., for robotic locomotion and manipulation. These types of constraints can be expressed in a general form as

$$A_c(x)u \leq b_c(x).$$

(3.32)

The CLF-QP based controller with additional constraints then takes the form,

**CLF-QP with Constraints:**

\[
\begin{align*}
    u^*(x) &= \arg\min_{u, \mu, \delta} \mu^T \mu + p\delta^2 \\
    \text{s.t.} \quad &V_c(\eta, \mu) + \frac{c_3}{\varepsilon} V_c(\eta) \leq \delta, \quad \text{(CLF)} \\
    &A_c(x)u \leq b_c(x), \quad \text{(Constraints)} \\
    &u = u_{ff}(x) + (L_gL_fy(x))^{-1} \mu, \quad \text{(IO)}
\end{align*}
\]

where $p$ is a large positive number that represents the penalty of relaxing the inequality.
The constraints above could be input saturation constraints expressed as,

\[
\begin{align*}
    u^*(x) &= \text{argmin}_{u, \mu, \delta} \quad \mu^T \mu + p \delta^2 \\
    \text{s.t.} \quad & \dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq \delta, \\
    & u_{\text{min}} \leq u \leq u_{\text{max}}, \\
    & u = u_{\text{ff}}(x) + (L_\theta L_f y(x))^{-1} \mu.
\end{align*}
\] (3.34)

Note that, as illustrated in Appendix A.1, the CLF inequality condition in the above CLF-QPs is affine in \( \mu \), ensuring that these are actually quadratic programs.

This formulation opened a novel method to guarantee stability of nonlinear systems with respect to additional constraints such as torque saturation [25], wherein experimental demonstration of bipedal walking with strict input constraints was demonstrated, and L1 adaptive control for bipedal robots [56].

**Remark 3.2. (Stability of CLF-QP with relaxed CLF inequality.)** In the subsequent sections, we develop different types of controllers based on the relaxed CLF-QP (3.33). Allowing the violation of the RES-CLF condition (3.20) enables us to incorporate various other input and state constraints as we saw in (3.33). Additionally, the relaxed RES-CLF condition also enables incorporating safety constraints through barriers (see Section 5.1), as well as enabling modification of the controller to increase the robustness of the closed-loop system (see Section 4.1.2). However, it must be noted that the relaxation of the RES-CLF condition could lead to potential instability. In Appendix B, we establish sufficient conditions under which the relaxed CLF-QP controller can still retain the exponential stability of the hybrid periodic orbit.

### 3.5 Summary

We have presented background on periodic walking gait optimization using Hybrid Zero Dynamics and the nonlinear controller using control Lyapunov functions and its incorporation into a quadratic program with constraints that can guarantee exponential stability of the closed-loop control system. However, since the design of CLF is based on the full nonlinear dynamics of the robot, it will therefore be sensitive with model uncertainty. To address this shortcoming, in the next Chapter, we will explore the effects of model uncertainty and then propose robust and adaptive control based on CLF-QP.
Chapter 4

Control Lyapunov Function based Controller and Model Uncertainty

This chapter will present two control schemes to address model uncertainty including robust CLF-QP and L1 adaptive control. The robust CLF-QP handles uncertainty by expressing a min-max problem that is converted to a quadratic program and is also able to address robust safety and robust constraints as we will see later in Chapter 8. The L1 adaptive control method on the other hand can estimate and compensate model uncertainty whenever it arises.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Model types</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f, g$</td>
<td>true nonlinear model</td>
</tr>
<tr>
<td>$\tilde{f}, \tilde{g}$</td>
<td>nominal nonlinear model</td>
</tr>
<tr>
<td>$\bar{f}, \bar{g}$</td>
<td>true I-O linearized model</td>
</tr>
<tr>
<td>$\tilde{\bar{f}}, \tilde{\bar{g}}$</td>
<td>nominal I-O linearized model</td>
</tr>
</tbody>
</table>

Table 4.1: A list of notations for different models used in this Section. A true model represents the actual (possibly not perfectly known) model of the physical system, while the nominal model represents the model that the controller uses. While most controllers assume the true model is known, the robust and adaptive controllers in this work use the nominal models and offer robustness guarantees to the uncertainty between the two models.
4.1 Robust Control Lyapunov Functions based Quadratic Programs

4.1.1 Adverse Effects of Uncertainty in Dynamics on the CLF-QP controller

In order to analyze the effect of model uncertainty in our controllers, we assume that the vector fields, $f(x), g(x)$ of the real dynamics (3.6), are unknown. Instead, we have to design our controller based on the nominal vector fields $\tilde{f}(x), \tilde{g}(x)$. Then, the pre-control law (3.9) get’s reformulated as

$$u(x) = \tilde{u}_{ff}(x) + (L\tilde{g}L\tilde{f}y(x))^{-1}\mu,$$

(4.1)

with

$$\tilde{u}_{ff}(x) := -(L\tilde{g}L\tilde{f}y(x))^{-1}L^2\tilde{f}y(x),$$

(4.2)

where we have used the nominal model rather than the unknown real dynamics. Substituting $u(x)$ from (4.1) into (3.7), the input-output linearized system then becomes

$$\ddot{y} = \mu + \Delta_1 + \Delta_2\mu,$$

(4.3)

where $\Delta_1 \in \mathbb{R}^m, \Delta_2 \in \mathbb{R}^{mxm}$, are given by,

$$\Delta_1 := L^2f h(x) - Lg Lf h(x)(Lg Lf h(x))^{-1}L^2f h(x),$$

$$\Delta_2 := Lg Lf h(x)(Lg Lf h(x))^{-1} - I.$$

(4.4)

Remark 4.1. In the definitions of $\Delta_1, \Delta_2$, note that when there is no model uncertainty, i.e., $\tilde{f} = f, \tilde{g} = g$, then $\Delta_1 = \Delta_2 = 0$.

Using $F$ and $G$ as in (3.15), the closed-loop system now takes the form

$$\dot{\eta} = F\eta + \begin{bmatrix} O \\ \Delta_1 \end{bmatrix} + (G + \begin{bmatrix} O \\ \Delta_2 \end{bmatrix})\mu.$$

(4.5)

In fact for $\Delta_1 \neq 0$, the closed-loop system does not have an equilibrium, and for $\Delta_2 \neq 0$, the controller could potentially destabilize the system. This raises the question of whether it’s possible for controllers to account for this model uncertainty, and if so, how do we design such a controller. In particular, the time-derivative of the CLF in (3.22) becomes more complex and dependent on $\Delta_1, \Delta_2$. 
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4.1.2 Robust CLF-QP

Having discussed the effect of model uncertainty on the control Lyapunov function based controllers in Section 4.1.1, we now develop a robust controller that can guarantee tracking and stability in the presence of bounded uncertainty. As we will see, both stability and tracking performance (rate of convergence and errors going to zero) are still retained for all uncertainty within a particular bound. For uncertainty that exceeds the specified bound, there is graceful degradation in performance.

We start with the closed-loop model with uncertainty as developed in (4.5) and develop the robust controller as follows. Note that for the following sections, we will abuse notation and redefine $\bar{f}, \bar{g}$ from (3.14) as

$$\bar{f} = F\eta + \begin{bmatrix} 0 \\ \Delta_1 \end{bmatrix}, \quad \bar{g} = G + \begin{bmatrix} 0 \\ \Delta_2 \end{bmatrix}, \quad (4.6)$$

where the $\mathbf{0}$ denotes a vector / matrix with all zero elements. With the CLF defined in (3.21), we then have:

$$\dot{V}_\varepsilon = L_\bar{f} V_\varepsilon(\eta) + L_\bar{g} V_\varepsilon(\eta)\mu, \quad (4.7)$$

where,

$$L_\bar{f} V_\varepsilon(\eta) = \eta^T (F^T P_\varepsilon + P_\varepsilon F)\eta + 2\eta^T P_\varepsilon \begin{bmatrix} 0 \\ \Delta_1 \end{bmatrix},$$

$$L_\bar{g} V_\varepsilon(\eta) = 2\eta^T P_\varepsilon (G + \begin{bmatrix} 0 \\ \Delta_2 \end{bmatrix}) = 2\eta^T P_\varepsilon G(I + \Delta_2). \quad (4.8)$$

Remark 4.2. Note that the last equality in (4.8) follows from the fact that $G = \begin{bmatrix} O \\ I \end{bmatrix}$ from (3.15). This is a consequence of the pre-control used in (3.9), and enables formulating the maximization problem described next in a quadratic program (see Appendix A.3 for more details.) In particular, using a pre-control $u(x, \mu) = u_{ff}(x) + \mu$, would not have given us this particular $G$.

The RES condition (3.20) now becomes:

$$\dot{V}_\varepsilon(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon \leq 0. \quad (4.9)$$

In general, we can not satisfy this inequality for all possible unknown $\Delta_1, \Delta_2$. To address this, we assume the uncertainty is bounded as follows

$$\|\Delta_1\| \leq \Delta_1^{max}, \quad \|\Delta_2\| \leq \Delta_2^{max}, \quad (4.10)$$

22
where the first norm is a vector norm, while the second norm is a matrix norm.

Under this assumption, we have the following robust RES condition:

$$
\max_{\|\Delta_1\| \leq \Delta_1^{\max}, \|\Delta_2\| \leq \Delta_2^{\max}} \dot{V}_\varepsilon(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon \leq 0.
$$

(4.11)

Note that choosing $\mu$ that satisfies (4.11) implies (3.24) for every $\Delta_1, \Delta_2$ satisfying $\|\Delta_1\| \leq \Delta_1^{\max}, \|\Delta_2\| \leq \Delta_2^{\max}$.

Then, we can express (4.11) as the following QP:

**Robust CLF-QP:**

$$
\begin{align*}
\dot{V}_\varepsilon(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon &\leq 0 \\
\mu^T \mu &\leq 0
\end{align*}
$$

(4.12)

**Robust CLF**

$$
u = \tilde{u}_{ff}(x) + (L_\tilde{g} L_\tilde{f} y(x))^{-1} \mu.
$$

(IO)

**Remark 4.3.** Note that since $V(\eta)$ is a local CLF for the nonlinear system (3.6) and the fact that $\dot{V}$ depends continuously on $\Delta_1, \Delta_2$, there always exists $\mu$ satisfying (4.11) for a local region around $\eta = 0, \Delta_1 = 0, \Delta_2 = 0$. Moreover, if $\Delta_1^{\max}, \Delta_2^{\max}$ are chosen to be within this region, then the above QP is guaranteed to be feasible.

### 4.1.3 Robust CLF-QP with Constraints

Having developed the robust version of the CLF-QP based controller, we now incorporate constraints into the robust control formulation. We note that this first formulation is for non-robust constraints, i.e., these constraints are only evaluated on the nominal model available to the controller. Thus this control is valid and makes sense for only those constraints that are not dependent on the true model.

The incorporation of constraints into the CLF-QP controller required relaxation of the RES condition. Similarly, here we relax the robust RES condition to obtain,
Robust CLF-QP with Constraints:

\[ u^*(x) = \arg \min_{u, \mu, d} \mu^T \mu + pd^2 \]  

s.t.  

\[ \max_{\|\Delta_1\| \leq \Delta_{1 max}} \max_{\|\Delta_2\| \leq \Delta_{2 max}} \dot{V}_c(\eta, \Delta_1, \Delta_2, \mu) + \frac{C_3}{\epsilon} V_c \leq \delta, \]  

(Robust CLF)  

\[ A_c(x)u \leq b_c(x), \]  

(Constraints)  

\[ u = \tilde{u}_{ff}(x) + (L_{\tilde{g}}L_f y(x))^{-1} \mu. \]  

(II)

Remark 4.4. It’s critical to note that the additional constraints in (4.13) are not robust, and that this method is only applicable for constraints that are invariant to model uncertainty. Constraints such as torque saturation, like in (3.34), are invariant to model uncertainty since the control inputs are computed directly from the nominal model \( \tilde{f}(x), \tilde{g}(x) \), and do not depend on the real model \( f(x), g(x) \). However, constraints with the model uncertainty invariance property are not common, and we will have to explicitly address and capture the effect of uncertainty on constraints. We will address this in Section 8.2.3.

Remark 4.5. Note that, as illustrated in Appendix A.3, the max CLF inequality condition in the above Robust CLF-QPs can be converted to two simple linear inequality constraints, thus ensuring the above min-max problems are actually quadratic programs.

4.1.4 Numerical Validation of Robust CLF with Torque Saturation

To demonstrate the effectiveness of the proposed robust CLF-QP controller, we will conduct numerical simulations on the model of RABBIT (shown in Figure 4.1), a planar five-link bipedal robot with a torso and two legs with revolute knees that terminate in point feet. RABBIT weighs 32 kg, has four brushless DC actuators with harmonic drives to control the hip and knee angles, and is connected to a rotating boom which constrains the robot to walk in a circle, approximating planar motion in the sagittal plane. Further description of RABBIT and the associated mathematical model can be found in [15, 78]. Fundamental issues in dynamic walking and running on RABBIT can be found in [52].

For RABBIT, the stance phase is parametrized by a suitable set of coordinates, given by \( q := (q_1, q_2, q_3, q_4, q_5) \) and as illustrated in Fig.4.1. Here, \( q_1 \) and \( q_2 \) are the femur angles (referenced to the torso), \( q_3 \) and \( q_4 \) are the knee angles, and \( q_5 \) is the absolute angle of the torso. Because RABBIT has point feet (while many other legged robots have flat feet), the stance phase dynamics are underactuated with the system possessing 4 actuated degrees-of-freedom (DOF) and 1 underactuated DOF.
Figure 4.1: (a) RABBIT, a planar five-link bipedal robot with nonlinear, hybrid and underactuated dynamics. (b) The associated generalized coordinate system used, where $q_1, q_2$ are the relative stance and swing leg femur angles referenced to the torso, $q_3, q_4$ are the relative stance and swing leg knee angles, and $q_5$ is the absolute torso angle in the world frame.

Figure 4.2: Control Lyapunov function for the three controllers: Min Norm, CLF-QP, Robust CLF-QP, for the cases I-III of model perturbations. Notice that the convergence performance (both rate of convergence and tracking error being driven to zero) of the proposed robust CLF-QP controller remains the same across the different model perturbations.
For the purpose of evaluating the robust CLF-QP controller, we will consider a periodic walking gait, with step speed of 0.9 m/s and step length of 0.45 m, that is developed for a nominal model of RABBIT. The controller is also developed for this nominal model. The simulation is then carried out on a perturbed model of RABBIT, where the perturbation is introduced by scaling all mass and inertia parameters of each link by a fixed constant scale factor. The perturbed model is unknown to the controller and will serve as an uncertainty injected into the model. We will illustrate four separate cases of scaling the mass and inertia:

- **Case I**: model scale = 1
- **Case II**: model scale = 1.5
- **Case III**: model scale = 0.7
- **Case IV**: model scale = 3;

For each case, we will compare the quality of three controllers

- **Controller A**: Min-norm Controller (3.25)
- **Controller B**: CLF-QP torque saturation controller (3.34)
- **Controller C**: CLF-QP robust controller (A.16).

Note that controllers B, C enable limiting the torque to be within a user specified bound. For a fair comparison, we set these torque bounds slightly below the maximum torque that controller A uses for each particular case of model perturbation. In particular, the torque saturations were set as follows: 60 Nm, 80 Nm, 150 Nm, and 300 Nm for the model scale equals to 0.7, 1, 1.5, 3 respectively.

Each of the four models are evaluated with the three sets of controllers. The results are presented in Figures 4.2, 4.3, 4.4, 4.6.

**Remark 4.6.** From Figure 4.2, note that the performance (both rate of convergence and driving the tracking error to zero) of the proposed robust CLF-QP controller remains same for all the considered model variations.

**Remark 4.7.** For Case I: model scale = 1, when there is no uncertainty, we can observe from the top plot of Figure 4.2 and from Figure 4.3a that the robust CLF-QP controller (controller C) performs better than the two other controllers. This is because the robust controller is trying to satisfy the convergence bound on the worst possible model perturbation. Also notice that the CLF-QP with torque saturation (controller B) does slightly worse than the min-norm controller (controller A). This is due to the torque saturation that is slightly below the maximum torque the min-norm controller uses.

For Case II: model scale = 1.5 and Case III: model scale = 0.7, where mass and inertia were increased by
Figure 4.3: Tracking errors of the control outputs based on the simulation of Cases I-III of perturbed model of RABBIT with three controllers as described in Section 4.1.4. Simulation of three walking steps are shown.

Figure 4.4: Control inputs (motor torques for stance and swing legs) based on the simulation of cases I-III of perturbed model of RABBIT with three controllers as described in Section 4.1.4. Simulation of three walking steps are shown.
50% and reduced by 30% respectively, we can observe from the tracking error plots in Figures 4.3b, 4.3c, 4.3d, 4.3e that while the min-norm controller (controller A) and the CLF-QP torque saturation controller (controller B) have non-zero tracking errors during each step, the robust CLF-QP controller (controller C) still performs perfectly, with tracking errors converging to zero. Thus, even with this level of uncertainty, the proposed robust CLF-QP controller is able to maintain the same control performance quality as in Case I (no model uncertainty). This is especially evident in Figure 4.2 where we clearly see that the robust CLF-QP maintains the same rate of convergence for all model perturbations. Note that these comparisons are fair between the controllers since we maintain the same range of control inputs for each case of model perturbation, as evidenced in the control input plots in Figures 4.4.

In Case IV: model scale = 3, where we set up a highly significant level of uncertainty by scaling all mass and inertia properties by a factor of 3, while the Controllers A and B fail to sustain walking, the proposed CLF-QP controller is still able to regulate the outputs with only a slight degradation, see Figure 4.5. However, it must be noted that the underlying periodic orbit $\mathcal{O}_Z$ is unstable, and the walking slows down after several steps to a complete stop. Nonetheless, the controller is able to perform its task with such a large model perturbation. Future research will be directed towards addressing what can potentially be done for handling the effect of uncertainty for the underactuated dynamics.

Figure 4.6 illustrates the simulation of 25 steps of the proposed CLF-QP based robust controller for three cases of uncertainty as specified in Case I-III. This illustrates the controller converging to three periodic orbits that slightly vary from each other. As mentioned, the uncertainty in the model causes the underlying periodic orbit to change.

Although the proposed robust CLF-QP based controller appears impressive, a primary limitation of the controller is that it always assumes the worst-case scenario with maximum model perturbation within the specified bounds, even when the model is known perfectly and there is no uncertainty. This results in the controller being unnecessarily aggressive, and may cause problems in experiments.

### 4.2 L1 Adaptive Control with Application on Bipedal Walking

As presented in the previous Section, while the robust CLF-QP controller can guarantee robustness via quadratic constraints that can be extended further to robust safety-critical control, one shortcoming of the method, and robust control in general, is that it always assumes the worst-case scenario and therefore is aggressive even without or with a small amount of model uncertainty. In order to address this issue, in this Section, we will present the method of using L1 adaptive control to estimate and adapt to the presence of model uncertainty in the system dynamics, such that the controller has the same performance as the baseline controller if there is no model uncertainty. L1 adaptive control based approach therefore has smoother and...
Figure 4.5: Tracking errors and control outputs for Case IV: model scale = 3.

Figure 4.6: Phase portrait of the torso angle for walking simulation in 25 steps for Cases I-III with the proposed CLF-QP robust controller. As is evident, due to the different levels of uncertainty in the model, the walking settles to three different periodic orbits for each of the three cases respectively. Also notice that for a heavier robot (Case II with mass scale = 1.5), the velocities are slower.
smaller control inputs in most of the cases.

4.2.1 Adverse Effects of Uncertainty in Dynamics on the CLF-QP controller

Similar to what we have done in Section 4.1.1, we will analyse the effects of model uncertainty on the CLF controller so that we can design a L1 adaptive controller to compensate these effects. If we consider uncertainty in the dynamics and assume that the functions, \( f(x) \), \( g(x) \) of the real dynamics (3.6), are unknown, we then have to design our controller based on nominal functions \( \tilde{f}(x) \), \( \tilde{g}(x) \). Thus, the pre-control law (3.9) is reformulated as (4.1)

Substituting \( u(x) \) from (4.1) into (3.7), the second derivative of the output, \( y(x) \), then becomes

\[
\ddot{y} = \mu + \theta,
\]

where,

\[
\theta = \Delta_1 + \Delta_2 \mu
\]

\[
\Delta_1 = L_f^2 y(x) - L_g L_f y(x) (L_{\tilde{g}} L_{\tilde{f}} y(x))^{-1} L_{\tilde{f}}^2 y(x),
\]

\[
\Delta_2 = L_g L_f y(x) (L_{\tilde{g}} L_{\tilde{f}} y(x))^{-1} - I.
\]

The closed-loop system now takes the form

\[
\dot{\eta} = F \eta + G(\mu + \theta).
\]

where \( F \) and \( G \) are defined in (3.15).

Clearly for \( \theta \neq 0 \), the closed-loop system does not have an equilibrium and therefore the PD control (3.16) does not stabilize the system dynamics. This raises the question of whether it’s possible for controllers to account for this model uncertainty, and if so, how do we design such a controller. Note that the uncertainty \( \theta \) is a nonlinear function of \( (x, \mu) \), and therefore a nonlinear function of \( \eta \) and time (since \( (\eta, z) = \Phi(x), \mu = \mu(\eta), z = z(t) \)).
4.2.2 L1 Adaptive Control with Control Lyapunov Function based Quadratic Program

From the Section 4.2.1, we have the system with uncertainty described by (4.16) where the nonlinear uncertainty \( \theta = \theta(\eta, t) \). As a result, for every time \( t \), we can always find out \( \alpha(t) \) and \( \beta(t) \) such that:

\[
\theta(\eta, t) = \alpha(t)||\eta|| + \beta(t)
\]  
(4.17)

The principle of our method is to design a combined controller \( \mu = \mu_1 + \mu_2 \), where \( \mu_1 \) is to control the model to follow the desired reference model and \( \mu_2 \) is to compensate the nonlinear uncertainty \( \theta \). The reference model could be linear when we apply conventional PD control (3.16) for \( \mu_1 \).

In the perfect case, when there is no model uncertainty, we will have the following desired linear model with PD control

\[
\dot{\eta} = A_m \eta
\]  
(4.18)

where \( A_m = A \) in (3.18), which serves as a linear reference model for \( L_1 \) adaptive control.

In this work, we present a method to consider a reference model for \( L_1 \) adaptive control that arises from a rapidly exponentially stabilizing CLF-based controller. In particular, we consider the reference model that arises when \( \mu_1 \) is chosen to be the solution of the QP (3.27). This reference model is nonlinear and has no closed-form analytical expression.

The state predictor can then be expressed as follows,

\[
\dot{\hat{\eta}} = F\hat{\eta} + G\hat{\mu}_1 + G(\mu_2 + \hat{\theta}),
\]  
(4.19)

where,

\[
\hat{\theta} = \hat{\alpha}||\eta|| + \hat{\beta},
\]  
(4.20)

and \( \hat{\mu}_1 \) is computed as the solution of the following QP:

CLF-QP for the state predictor:

\[
\arg\min_{\hat{\mu}_1, d_1} \hat{\mu}_1^T \hat{\mu}_1 \\
\text{s.t.} \quad \psi_{0, \varepsilon}(\hat{\eta}, z) + \psi_{1, \varepsilon}(\hat{\eta}, z) \hat{\mu}_1 \leq 0,
\]  
(4.21)
where $\psi_{0,\varepsilon}, \psi_{0,\bar{\varepsilon}}$ are defined in (3.26).

In order to compensate the estimated uncertainty $\hat{\theta}$, we can just simply choose $\mu_2 = -\hat{\theta}$ to obtain

$$\dot{\tilde{\eta}} = F\tilde{\eta} + G\tilde{\mu}_1$$

(4.22)

which satisfies the rapid exponential stability [4] since $\tilde{\mu}_1$ is designed through the CLF-QP in (4.21). However, $\hat{\theta}$ typically has high-frequency content due to fast estimation. For the reliability of the control scheme and in particular to not violate the unilateral ground force constraints for bipedal walking, it is very important to not have high-frequency content in the control signals. Thus, we apply the $L_1$ adaptive control scheme to decouple estimation and adaptation [10]. Therefore, we will have

$$\mu_2 = -C(s)\hat{\theta}$$

(4.23)

where $C(s)$ is a low-pass filter with magnitude being 1.

Define the difference between the real model and the reference model $\tilde{\eta} = \hat{\eta} - \eta$, we then have,

$$\dot{\tilde{\eta}} = F\tilde{\eta} + G\hat{\mu}_1 + G(\tilde{\alpha}||\eta|| + \tilde{\beta})$$

(4.24)

where

$$\tilde{\mu}_1 = \hat{\mu}_1 - \mu_1, \tilde{\alpha} = \hat{\alpha} - \alpha, \tilde{\beta} = \hat{\beta} - \beta.$$ 

(4.25)

As a result, we will estimate $\theta$ indirectly through $\alpha$ and $\beta$, or the values of $\hat{\alpha}$ and $\hat{\beta}$ computed by the following adaptation laws based on the projection operators [42],

$$\dot{\hat{\alpha}} = \Gamma \text{Proj}(\hat{\alpha}, y_\alpha),$$

$$\dot{\hat{\beta}} = \Gamma \text{Proj}(\hat{\beta}, y_\beta).$$

(4.26)

where $\Gamma$ is a symmetric positive define matrix.

We now have the control diagram of the $L_1$ adaptive control with CLF-QP described in Fig. 4.7.

In order to find out a suitable function $y_\alpha$ and $y_\beta$ for the adaptation laws in (4.26), we will consider the following control Lyapunov candidate function

$$\tilde{V} = \tilde{\eta}^T P_e \tilde{\eta} + \tilde{\alpha}^T \Gamma^{-1} \tilde{\alpha} + \tilde{\beta}^T \Gamma^{-1} \tilde{\beta}$$

(4.27)

Because $\tilde{\eta} = \hat{\eta} - \eta$ satisfies the RES condition imposed by the two CLF-QP (3.27) and (4.21), it implies
that
\[(F\tilde{\eta} + G\tilde{\mu}_1)^TP\varepsilon\tilde{\eta} + \tilde{\eta}^TP\varepsilon(F\tilde{\eta} + G\tilde{\mu}_1) \leq -\frac{c_3}{\varepsilon}\tilde{\eta}^TP\varepsilon\tilde{\eta}\]  
(4.28)

Furthermore, with the property of projection operator \[42\], we have:
\[(\hat{\alpha} - \alpha)^T(\text{Proj}(\hat{\alpha}, y_\alpha) - y_\alpha) \leq 0,\]
\[(\hat{\beta} - \beta)^T(\text{Proj}(\hat{\beta}, y_\beta) - y_\beta) \leq 0.\]  
(4.29)

So, if we choose the projection functions \(y_\alpha\) and \(y_\beta\) as,
\[y_\alpha = -G^TP\varepsilon\tilde{\eta}||\eta||,\]
\[y_\beta = -G^TP\varepsilon\tilde{\eta},\]  
(4.30)
then from (4.28), (4.29), we will have
\[\dot{\tilde{V}} + \frac{c_3}{\varepsilon}\tilde{\eta} \leq \frac{c_3}{\varepsilon}\tilde{\alpha}^T\Gamma^{-1}\tilde{\alpha} + \frac{c_3}{\varepsilon}\tilde{\beta}^T\Gamma^{-1}\tilde{\beta} - \tilde{\alpha}^T\Gamma^{-1}\tilde{\alpha} - \tilde{\beta}^T\Gamma^{-1}\tilde{\beta}.\]  
(4.31)

We assume that the uncertainties \(\alpha, \beta\) and their time derivatives are bounded. Furthermore, the projection operators (4.26) will also keep \(\tilde{\alpha}\) and \(\tilde{\beta}\) bounded (see [12] for a detailed proof about these properties.) We define these bounds as follows:
\[||\tilde{\alpha}|| \leq \tilde{\alpha}_b, \ ||\tilde{\beta}|| \leq \tilde{\beta}_b,\]
\[||\dot{\tilde{\alpha}}|| \leq \dot{\tilde{\alpha}}_b, \ ||\dot{\tilde{\beta}}|| \leq \dot{\tilde{\beta}}_b.\]  
(4.32)
Combining this with (4.31), we have,
\[\dot{\tilde{V}} + \frac{c_3}{\varepsilon}\tilde{\eta} \leq \frac{c_3}{\varepsilon}\delta_{\tilde{V}},\]  
(4.33)
where
\[\delta_{\tilde{V}} = 2||\Gamma||^{-1}(\tilde{\alpha}_b^2 + \tilde{\beta}_b^2 + \varepsilon\tilde{\alpha}_b\dot{\tilde{\alpha}}_b + \varepsilon\tilde{\beta}_b\dot{\tilde{\beta}}_b).\]  
(4.34)
Thus, if \(\tilde{V} \geq \delta_{\tilde{V}}\) then \(\dot{\tilde{V}} \leq 0\). As a result, we always have \(\tilde{V} \leq \delta_{\tilde{V}}\). In other words, by choosing the
adaptation gain $\Gamma$ sufficiently large, we can limit the Control Lyapunov Function (4.27) in an arbitrarily small neighborhood $\delta_V$ of the origin. Therefore the tracking errors between the dynamics model (4.5) and the reference model (4.19), $\tilde{\eta}$, and the error between the real and estimated uncertainty, $\tilde{\alpha}$, $\tilde{\beta}$ are bounded as follows:

$$||\tilde{\eta}|| \leq \sqrt{\frac{\delta_V}{||P_{\varepsilon}||}}, ||\tilde{\alpha}|| \leq \sqrt{||\Gamma||\delta_V}, ||\tilde{\beta}|| \leq \sqrt{||\Gamma||\delta_V}. \quad (4.35)$$

Another interesting property of this controller is that $\delta_V$ can also be decreased by choosing a sufficiently small $\varepsilon < \bar{\varepsilon}$.

4.2.3 $L_1$ Adaptive Control with Control Lyapunov Function based Quadratic Program and Torque Saturation

CLF-QP based controllers can be extended to incorporate other constraints, such as strict torque constraints as carried out in [25]. This can also be combined with $L_1$ adaptive control. The controller design is almost equivalent to the $L_1$ adaptive control with CLF-QP presented in Section 4.2.2. We retain $\mu_2$ as in (4.25) and adaptation laws for $\hat{\alpha}$, $\hat{\beta}$ as in (4.26), while we redesign $\mu_1$ and $\hat{\mu}_1$ based on the CLF-QP with torque saturation [25], as below:
CLF-QP with torque saturation for the dynamics model:

\[
\argmin_{\mu_1,d_1} \mu_1^T \mu_1 + p\lambda^2 \\
\text{s.t.} \quad \psi_0,\varepsilon(\eta,z) + \psi_1,\varepsilon(\eta,z) \mu_1 \leq \lambda, \\
(L_g L_f y(q,\dot{q}))^{-1} \mu_1 \geq (u_{min} - u^*), \\
(L_g L_f y(q,\dot{q}))^{-1} \mu_1 \leq (u_{max} - u^*). \tag{4.36}
\]

CLF-QP with torque saturation for the state predictor:

\[
\argmin_{\hat{\mu}_1,d_1} \hat{\mu}_1^T \hat{\mu}_1 + p\lambda^2 \\
\text{s.t.} \quad \psi_0,\varepsilon(\hat{\eta},z) + \psi_1,\varepsilon(\hat{\eta},z) \hat{\mu}_1 \leq \lambda, \\
(L_g L_f y(q,\dot{q}))^{-1} \hat{\mu}_1 \geq (u_{min} - u^*), \\
(L_g L_f y(q,\dot{q}))^{-1} \hat{\mu}_1 \leq (u_{max} - u^*). \tag{4.37}
\]

Here, \( \lambda \) is a relaxation of the stability criterion to respect potentially conflicting torque saturation constraints, and \( p \) the penalty for relaxation. Note, that the proposed controller only respects saturation for the CLF-QP controller component (\( \mu_1 \)), and not the L1 adaptive controller component (\( \mu_2 \)).

### 4.2.4 Numerical Validation of L1 Adaptive Control

Having developed the \( L_1 \) adaptive control with CLF-QP, both with and without torque saturation (see Sections 4.2.2, 4.2.3), we now demonstrate the performance of these controllers through numerical simulations and offer comparisons with the standard CLF-QP controller in [4, 25]. We will conduct simulations with the following controllers:

- **Controller A**: CLF-QP
- **Controller B**: \( L_1 \)-CLF-QP
- **Controller C**: \( L_1 \)-CLF-QP with torque saturation

For Controller 'B' and 'C', we choose the bandwidth for the low-pass filter: 150 rad/s (23 Hz). For Controller 'C', we choose the following torque saturations: \( u_{max} = u_b; u_{min} = -u_b \) with \( u_b = [65 65 65 65]^T \).

We perform simulations using a model of RABBIT, wherein, the stance phase is parametrized by a suitable set of coordinates as illustrated in Fig. 4.1. Here, \( q_1 \) and \( q_2 \) are the thigh angles (referenced to the torso), \( q_3 \) and \( q_4 \) are the knee angles, and \( q_5 \) is the absolute angle of the torso. Because RABBIT has point
Figure 4.8: Control Lyapunov function for the three controllers A-C indicated in (4.38), for the cases I-III (4.39) of model perturbations. The simulation is for three walking steps.
feet, the stance phase dynamics are underactuated with the system possessing 4 actuated degrees-of-freedom (DOF) and 1 underactuated DOF.

For the purpose of evaluating the $L_1$ adaptive control with CLF-QP controller, we will consider a periodic walking gait and an associated controller that is developed for a nominal model of RABBIT. The simulation is then carried out on a perturbed model of RABBIT, where the perturbation is introduced by scaling all mass and inertia parameters of each link by a fixed constant scale factor. The perturbed model is unknown to the controller and will serve as an uncertainty injected into the model. We will illustrate three separate cases of scaling the mass and inertia:

\[
\begin{align*}
Case I & : \text{ model scale } = 1 \\
Case II & : \text{ model scale } = 0.7 \\
Case III & : \text{ model scale } = 1.5 \\
\end{align*}
\]

As we can see from the Fig. 4.8, in Case I, when we set the model scale equal to 1, i.e., no uncertainty, the performance of the three controllers in (4.38) are nearly the same.

When we present a high level of uncertainty, Cases II-III with model scale = 0.7 and 1.5, Controller 'A' cannot guarantee a zero tracking error. However, Controllers 'B' and 'C', not only drive the output $y$ to converge to zero but also keep the rate of convergence unchanged through the three cases of model uncertainty. This property is important for bipedal walking since a sufficiently fast rate of convergence is required to guarantee stability of the hybrid system [4]. The rates of convergence of controller 'C' in the Cases II-III are a bit slower than those of the controller 'B' due to the additional constraint of torque saturation.

We note that, the performance of the two $L_1$ adaptive controllers ('B' and 'C'), are much better than the standard CLF-QP controller ('A'). Further, although the control signals of the three controller are similar, as is evident from close observation of Fig. 4.4 Controller 'C', the torque is saturated. Finally, Fig. 4.10 illustrates the phase plot of the torso angle for the three controllers with a model uncertainty corresponding to case III.

We also apply the $L_1$ adaptive control scheme onto the problem of carrying unknown mass on torso. Our approach is not only able to handle up to load of 94% robot weight, but also deal with under-actuated robot and tracking the entire walking gait. Fig 4.11a shows the first 5 steps in the simulation of carrying randomly unknown mass [0:30] kg. The comparison for the norm of control torques for dynamic walking while carrying 10, 15, and 20 kg unknown masses is shown in Fig. 4.11b.
Figure 4.9: Control inputs (motor torques for stance and swing legs) based on the simulation of three cases of perturbed model of RABBIT (4.39) with three controllers as described in (4.38). Simulation of three walking steps are shown.

Figure 4.10: Phase portrait of the torso angle for walking simulation for 20 steps for model perturbation Case III (model scale = 1.5) with three different controllers (A-C). Note that the uncertainty causes a change in the periodic orbit. This is as expected, as the controller only tracks the outputs (even in the presence of uncertainty), and the unactuated dynamics on $Z$ evolve passively.
Figure 4.11: (a) Dynamic bipedal dynamic walking while carrying an unknown load whose mass randomly varies between 0-30 Kg on every step. (b) Norm of control torques for dynamic walking while carrying 10, 15, and 20 Kg unknown masses.

4.2.5 Experimental Validation of L1 Adaptive Control

As presented in Section 4.2, we have introduced our theoretical framework on L1 Adaptive Control for bipedal walking. In this section, we will present experimental validation for the method. The control diagram for the experiment is presented in Fig. 4.12.

Figure 4.12: Proposed control diagram for experimental validation of $L_1$ adaptive control scheme with a linear reference model.
Figure 4.13: Comparison between $L_1$ adaptive control and PD control. While $L_1$ adaptive control with low-gain PD ($K_P = 200, K_D = 20$) can hold a heavy load of 68 (lb) or 31 (kg) with almost zero errors at all joints (about 0.01 deg); PD controller with $K_P = 500, K_D = 50$] fails to hold the robot without any load.
Figure 4.14: Comparison between $L_1$ adaptive control and PD control. For this experiment, we pose the robot on the ground and compare the performance of $L_1$ adaptive control with low-gain PD ($K_P = 200, K_D = 20$) and PD with different gain. We switch between different controllers with the following order: PD with ($K_P = 4000; K_D = 100$) => $L_1$ => PD with ($K_P = 2000; K_D = 70$) => $L_1$ => PD with ($K_P = 1000; K_D = 50$) => $L_1$ => PD with ($K_P = 500, K_D = 50$). This figure shows the knee angle error during the experiment. Figure (a) shows that PD with ($K_P = 500, K_D = 50$) fails to hold the robot (the knee angle keeps increasing at the end of the experiment). In Figure (b), we zoom in to ignore the last experiment when the robot falls to better compare the tracking errors.

Figure 4.15: Comparison between $L_1$ adaptive control and PD control. For this experiment, we pose the robot on the ground while carrying an 68 lb of unknown load and compare the performance of $L_1$ adaptive control with low-gain PD ($K_P = 200, K_D = 20$) and PD with different gain. We switch between different controllers with the following order: PD with ($K_P = 4000; K_D = 100$) => $L_1$ => PD with ($K_P = 2000; K_D = 70$) => $L_1$ => PD with ($K_P = 1000; K_D = 50$). This figure shows the plots of (a) tracking error and (b) control input of the right knee angle.
Figure 4.16: L1 adaptive control with low-gain PD ($K_P = 200; K_D = 20$) for the problem of posing the robot on the ground while carrying an 68 lb of unknown. For this experiment we control the robot to lift up the weight by reducing the knee angles. This figure shows the plots of (a) output tracking and (b) control input of the right knee angle.

Figure 4.17: Walking experiment with original and new floor and feet: compare L1 adaptive control with low-gain PD ($K_P = 500; K_D = 50$) and PD control that is often used for our walking experiment with $K_P = [4000; 3000; 6000; 5000], K_D = [100; 70; 200; 150]$ (Note that this gain was hand-tuned to get the best walking experiment possible, therefore there are different gains for each of 4 joints). This figure shows the ground reaction force of the experiment.
In this part, we will present following experiments on the ATRIAS robot:

(a) Posing the robot on the ground: compare L1 adaptive control with low-gain PD \( K_{PD} = [200; 20] \) (i.e., \( K_P = 200, K_D = 20 \)) and PD with different gains \( K_{PD} = [4000; 100], K_{PD} = [2000; 70], K_{PD} = [1000; 50], K_{PD} = [500; 50] \) (see Fig. 4.14).

(b) Posing the robot on the ground while carrying 68 lb of unknown load: compare L1 adaptive control with low-gain PD (\([200; 20]\)) and PD with different gains \( K_{PD} = [4000; 100], K_{PD} = [2000; 70], K_{PD} = [1000; 50], K_{PD} = [500; 50] \) (see Fig. 4.15).

(c) Posing the robot on the ground while carrying 68 lb of unknown load: apply L1 adaptive control with low-gain PD (\([200; 20]\)) to lift the weight up and down by tracking different set points of the knee angles (see Fig. 4.16).

(d) Walking with different the original and the new floor and feet: compare L1 adaptive control with low-gain PD (\([500 50]\)) and PD control with \( K_{PD} = [4000 100; 3000 70; 6000 200; 5000 150] \) (see Fig. 4.17).

In the first experiment, we pose the robot on the ground (no carrying load for this case) and compare the performance of L1 adaptive control with low-gain PD (\([200; 20]\)) and PD with different gains. We switch between different controllers with the following order: PD with \( K_{PD} = [4000; 100] \Rightarrow L1 \Rightarrow PD \) with \( K_{PD} = [2000; 70] \Rightarrow L1 \Rightarrow PD \) with \( K_{PD} = [1000; 50] \Rightarrow L1 \Rightarrow PD \) with \( K_{PD} = [500; 50] \). The tracking error of the right knee angle is presented in Fig. 4.14. Figure (a) shows that PD with \( K_{PD} = [500; 50] \) fails to hold the robot (the knee angle keeps increasing at the end of the experiment). The snapshot of this experiment is also shown in Fig. 4.13b. In Figure (b), we zoom in to ignore the last experiment when the robot falls to better compare the tracking errors.

We then conduct the experiment of posing the robot on the ground while carrying an unknown load of 68 lb (see Fig. 4.13a). For both this experiment (with 68 lb of load) and the above experiment (no load), the L1 adaptive control outperform the PD control with very small tracking errors at all joints (about 0.01 deg or 0.0017 rad). Note that we use a very low PD gain of \([200; 20]\) and the adaptation law of L1 adaptive control play the role to bring down the tracking error. Fig. 4.13 shows clearly the comparison between the two controllers: the L1 adaptive controller with low PD gain of \([200; 20]\) can hold a heavy load of 68 lb (or 31 kg) with almost zero errors at all joints; the PD controller with \( K_{PD} = [500; 50] \) fails to hold the robot even without any load.

We also implemented the experiment of lifting the heavy load with L1 adaptive control by reducing the desired knee angles. Fig. 4.16 shows the right knee angle output tracking and control input.
We then conducted walking experiment to test the performance of $L_1$ adaptive control with time-varying desired trajectory and also to compare its performance with the PD controller for this case. For walking, since we need to deal with time-varying desired trajectory, we need to increase the PD gain to make sure that the reference model has good enough tracking errors. We use the PD gain of $[500, 50]$ for walking with $L_1$ adaptive control, which is still relatively low in comparison with the gain used for the PD controller ($K_P = [4000; 3000; 6000; 5000], K_D = [100; 70; 200; 150]$). Note that this PD gain was hand tuned to get the best performance possible for our walking experiment, therefore there are different gains for each of 4 joints. We also use this gain for other walking experiments in this paper. Fig. 4.17 compares the performance of the two controllers with the original and new floor and feet. With the original floor and feet, both PD and $L_1$ adaptive control have good walking. Since, the $L_1$ adaptive control use a small gain of $[500; 50]$, it introduces compliance to the walking and therefore has smaller GRF profile and smoother walking. Interestingly, thanks to this advantage, the $L_1$ adaptive control can adapt to the new floor and feet to perform a good walking, while the PD controller fails after the first two steps due to hard impacts and foot slipping.

4.3 Summary

This Chapter presented adverse effect analysis of model uncertainty on the control Lyapunov functions based controller and then offered two solutions for improve the robustness of the system. The first one is robust CLF-QP that handles uncertainty by expressing the problem via quadratic constraints and therefore can be able develop to robust safety and robust constraints later in Chapter. 8 Although we get some impressive results using the proposed robust CLF-QP controller, there is still an disadvantage that it is unnecessarily aggressive even without model uncertainty due to its worst-case scenario assumption. We then introduce a second solution using $L_1$ adaptive control. This method compare the difference between the real system state and that from the reference model to estimate model uncertainty and then take control action in order to adapt to that. The $L_1$ adaptive control based method therefore performs similarly as the baseline CLF-QP controller if there is no model uncertainty.
Chapter 5

Safety-Critical Control via Control Barrier Functions

In this chapter, we will present the method using control barrier functions (CBF) to guarantee state-based constraints in dynamical systems as means to keep the system state to stay within a safety set. For this method, we firstly present a barrier function associated with a safety set which can be represented by a state-dependent constraint. The existence of a barrier function satisfying a CBF condition will imply forward invariance of the set. This formulation results in an inequality constraint in the control input that can be enforced via a quadratic program. However, with the nominal CBFs, if the system states are close to the safety set or happen to escape from it due to model uncertainty, the controller will require high control inputs or become infeasible. The nominal CBFs are also difficult to be extended to high relative-degree systems, for example mechanical systems with springs or series elastic actuators that are often seen in many dynamic walking robots. In order to address these disadvantages of the current method, we introduce Exponential Control Barrier Functions (ECBFs) as means to enforce high relative-degree safety constraints for nonlinear systems. We also develop a systematic design method that enables creating the Exponential CBFs for nonlinear systems making use of tools from linear control theory. Our method creates a smooth boundary for the safety set via an exponential function, therefore is called Exponential CBFs. Similar to exponential stability and linear control, the exponential boundary of our proposed method helps to have smoother control inputs and guarantee the robustness under model uncertainty. The proposed control design is numerically validated on a relative-degree 4 nonlinear system (the two-link pendulum with elastic actuators and experimentally validated on a relative-degree 6 linear system (the serial cart-spring system). Thanks to these advantages of Exponential CBFs, we then can apply the method to the problem of 3D dynamic walking with varied step length and step width as well as dynamic walking on time-varying stepping stones that will be presented in the next Chapter.
5.1 Control Barrier Function based Quadratic Programs Revisited

We begin with the control affine system (3.6) with the goal to design a controller to keep the state $x$ in the safe set

$$C = \{x \in \mathbb{R}^n : h(x) \geq 0\},$$

(5.1)

where $h : \mathbb{R}^n \to \mathbb{R}$ is a continuously differentiable function. Then a function $B : C \to \mathbb{R}$ is a Control Barrier Function (CBF) \[3\] if there exists class $\mathcal{K}$ function $\alpha_1$ and $\alpha_2$ such that, for all $x \in Int(C) = \{x \in \mathbb{R}^n : h(x) > 0\},$

$$\frac{1}{\alpha_1(h(x))} \leq B(x) \leq \frac{1}{\alpha_2(h(x))},$$

(5.2)

$$\dot{B}(x, u) \leq \frac{\gamma}{B(x)},$$

(5.3)

where

$$\dot{B}(x, u) = \frac{\partial B}{\partial x} \dot{x} = L_f B(x) + L_g B(x) u,$$

(5.4)

with the Lie derivatives computed as,

$$L_f B(x) = \frac{\partial B}{\partial x} f(x), \quad L_g B(x) = \frac{\partial B}{\partial x} g(x).$$

(5.5)

Thus, if there exists a Barrier function $B(x)$ that satisfies the CBF condition in (5.3), then $C$ is forward invariant, or in other words, if $x(0) = x_0 \in C$, i.e., $h(x_0) \geq 0$, then $x = x(t) \in C, \forall t$, i.e., $h(x(t)) \geq 0, \forall t$. Note that, as mentioned in \[3\], this notion of a CBF is stricter than standard notions of CBFs in prior literature that only require $\dot{B} \leq 0$.

In this work, we will use the following reciprocal control Barrier candidate function:

$$B(x) = \frac{1}{h(x)}.$$  (5.6)

Incorporating the CBF condition (5.3) into the CLF-QP, we have the following CBF-CLF-QP based controllers, both without and with constraints respectively:
CBF-CLF-QP:

\[ u^*(x) = \arg\min_{u,\mu,\delta} \quad \mu^T\mu + p\delta^2 \]
\[
\text{s.t.} \quad \dot{V}_\varepsilon(\eta,\mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq \delta, \quad \text{(CLF)}
\]
\[
\dot{B}(x,u) - \frac{\gamma}{B(x)} \leq 0, \quad \text{(CBF)}
\]
\[
u = u_{ff}(x) + (L_gL_f(x))^{-1}\mu. \quad \text{(IO)}
\]

CBF-CLF-QP with Constraints:

\[ u^*(x) = \arg\min_{u,\mu,\delta} \quad \mu^T\mu + p\delta^2 \]
\[
\text{s.t.} \quad \dot{V}_\varepsilon(\eta,\mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq \delta, \quad \text{(CLF)}
\]
\[
\dot{B}(x,u) - \frac{\gamma}{B(x)} \leq 0, \quad \text{(CBF)}
\]
\[
A_c(x)u \leq b_c(x), \quad \text{Constraints}
\]
\[
u = u_{ff}(x) + (L_gL_f(x))^{-1}\mu. \quad \text{(IO)}
\]

Note that, as illustrated in Appendix A.2, the CBF inequality condition in the above CBF-CLF-QPs is affine in \( u \), ensuring that these are actually quadratic programs.

### 5.2 Exponential Control Barrier Function

Having revisited control Barrier function based quadratic programs, in this section, we introduce “Exponential Control Barrier Functions” (ECBFs) and present a novel method to systematically design an exponential CBF for high relative-degree constraints. The term Exponential CBF is used since the resulting CBF constraint is an exponential function of the initial condition. Furthermore, the design and enforcement of ECBFs is based on linear control theory, and as a result, we can easily take advantage of conventional linear control design techniques such as pole placement.

**Definition 5.1.** (Exponential Control Barrier Function): Consider the dynamical system \( (3.6) \) and the set \( \mathcal{C}_0 = \{ x \in \mathbb{R}^n \mid B(x) \geq 0 \} \), where \( B : \mathbb{R}^n \to \mathbb{R} \) has relative-degree \( r_0 \). \( B(x) \) is an exponential control...
Barrier function (ECBF) if there exists \( K_b \in \mathbb{R}^{n \times 1} \) s.t.,

\[
\inf_{u \in U} [L_f B(x) + L_g L_f^{-1} B(x) u + K_b \eta_b(x)] \geq 0, \forall x \in C_0, \tag{5.9}
\]

and \( B(x(t)) \geq C_b e^{A_b t} \eta_b(x_0) \geq 0 \), when \( B(x_0) \geq 0 \), where, the matrix \( A_b \) is dependent on the choice of \( K_b \), and

\[
\eta_b(x) = \begin{bmatrix} B(x) \\ \dot{B}(x) \\ \ddot{B}(x) \\ \vdots \\ B^{(r_b-1)}(x) \end{bmatrix} = \begin{bmatrix} B(x) \\ L_f B(x) \\ L_f^2 B(x) \\ \vdots \\ L_f^{r_b-1} B(x) \end{bmatrix}, \tag{5.10}
\]

\[
C_b = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}. \tag{5.11}
\]

**Remark 5.1.** Note that \( K_b \), and consequently \( A_b \), need to satisfy certain properties. We will develop these properties later in this section.

For the simple case of relative-degree 1 ECBFs, the above definition can be reformulated as the following:

**Definition 5.2.** (Relative degree 1 Exponential Control Barrier Function): Consider the dynamical system (3.6) and the set \( C_0 = \{ x \in \mathbb{R}^n \mid B(x) \geq 0 \} \), where \( B : \mathbb{R}^n \to \mathbb{R} \) has relative-degree 1 and is continuously differentiable. \( B(x) \) is an exponential control Barrier function (ECBF) with relative-degree 1 if there exists \( k_b \in \mathbb{R} \) s.t.,

\[
\inf_{u \in U} [L_f B(x) + L_g B(x) u + k_b B(x)] \geq 0, \forall x \in C_0, \tag{5.12}
\]

and \( B(x(t)) \geq B(x_0) e^{-k_b t} \geq 0 \), when \( B(x_0) \geq 0 \).

**Remark 5.2.** Note that with relative-degree 1, \( K_b \) and \( A_b \) in Definition 5.1 become scalar \( k_b \), \( a_b \) and the condition for \( B(x) \) to be an Exponential CBF is \( a_b = k_b > 0 \).

**Remark 5.3.** (Relation between Exponential CBF and Zeroing CBF): The relative-degree 1 ECBF is a Zeroing CBF (ZCBF), as defined in [84] since \( k_b \circ B(x) \) is a class \( \mathcal{K} \) function of \( B(x) \), and thus retains all the robustness properties of the ZCBF, as detailed in [84, Sec. 2.2].

We will next introduce the notion of Virtual Input-Output Linearization followed by the design of an Exponential CBF.
5.2.1 Virtual Input-Output Linearization

As mentioned in Section 3.4, CLFs are an effective tool to handle stability for both linear and nonlinear systems. Furthermore, there is a systematic way to design CLFs for regulating outputs with arbitrary relative-degree \( r \geq 1 \). If we can derive the CBF to the same form as a CLF, by using another Input-Output linearization for the CBF \( (5.3) \), we can then develop a general CBF for constraints with arbitrary relative-degree \( r_b \geq 1 \). However, input-output linearizing \( \dot{B}(x) \) is not directly feasible due to: (a) the decoupling matrix \( (L_g B(x) \) when \( r_b = 1 \)) being a vector and obviously not invertible, and (b) the control input \( u \) in \( (3.9) \) being already used to Input-Output linearize the output dynamics resulting in \( (3.13) \).

In order to solve this problem, we introduce the notion of Virtual Input-Output Linearization (VIOL) where an invertible decoupling matrix is not required and the control input \( \mu \) is chosen to satisfy both the CLF condition \( (3.19) \) as well as input-output linearize the Barrier dynamics as follows. For a CBF with relative-degree 1, let’s define a virtual control input \( \mu_b \) as follows:

\[
\dot{B}(x, \mu) = L_f B(x) + L_g B(x) u(x, \mu) =: \mu_b(x, \mu). \tag{5.13}
\]

Note that \( \mu_b \) is a scalar. The CBF condition \( (5.3) \) then simply becomes:

\[
\mu_b(x, \mu) \leq \frac{\gamma}{B(x)}. \tag{5.14}
\]

We can then let a QP compute \( \mu, \mu_b \) so as to simultaneously satisfy the CLF condition \( (3.19) \) as well as both \( (5.13) \) and \( (5.14) \):

**CBF-CLF-QP:**

\[
\mu^* = \arg\min_{\mu, \mu_b, d_1} \mu^T \mu + p_1 \, d_1^2 \quad \text{s.t.} \quad \begin{align*}
\dot{V}(\eta, \mu) + \lambda V(\eta) &\leq d_1 \quad \text{(CLF)} \\
\mu_b - \frac{\gamma}{B(x)} &\leq 0 \quad \text{(CBF)} \\
A_c(x) \mu &\leq b_c(x) \quad \text{(Constraints)} \\
\dot{B}(x, \mu) &= \mu_b. \quad \text{(VIOL)}
\end{align*}
\]

**Remark 5.4.** Note that the solutions of the two controllers \( (5.15) \) and \( (5.7) \) are identical. However, the
VIOL in the above CBF-CLF-QP opens up an effective and systematic way of designing the exponential CBFs.

5.2.2 Designing Exponential Control Barrier Functions

Consider the closed set $C_0 = \{x \in \mathbb{R}^n \mid B(x) \geq 0\}$, with our control goal being to find an input $u$ that guarantees forward invariance of $C_0$, i.e., if $x_0 := x(0) \in C_0$ then find $u$ s.t., $B(x(t)) \geq 0$, $\forall t \geq 0$.

Simple Case

We first consider the problem of $B(x)$ having relative-degree 1. Using VIOL, we have,

$$\dot{B}(x, \mu) = \mu_b.$$  \hfill (5.16)

If we want to drive $B(x)$ to zero, we can simply apply the control

$$\mu_b = -k_b B(x), \ k_b > 0 \quad (5.17)$$

$$\implies B(x(t)) = B(x_0)e^{-k_b t} \to 0 \text{ as } t \to \infty.$$

Making use of this property, we can guarantee the inequality constraint $B(x) \geq 0$ by imposing:

$$\mu_b \geq -k_b B(x), \ k_b > 0 \quad (5.18)$$

$$\implies \dot{B}(x, \mu) \geq -k_b B(x) \quad (5.19)$$

$$\implies B(x(t)) \geq B(x_0)e^{-k_b t} \geq 0 \text{ when } B(x_0) \geq 0.$$ \hfill (5.20)

Now, we can develop this approach for the general case with $B(x)$ having relative-degree $r_b \geq 1$.

General Case

Let $r_b \geq 1$ be the relative-degree of $B(x)$. We have,

$$B^{(r_b)}(x, \mu) = L_j^{r_b} B + L_g L_j^{r_b-1} B u(x, \mu)$$

$$= L_j^{r_b} B + L_g L_j^{r_b-1} B \left( u^*(x) + (L_g L_j^{r_b-1})^{-1} h(x) \mu \right), \quad (5.21)$$
where we substituted for \( u(x, \mu) \) from (3.9). Further, using VIOL we have
\[
B^{(rb)}(x, \mu) = \mu_b,
\]
(5.22)
such that the Input-Output linearized system becomes
\[
\begin{align*}
\dot{\eta}_b(x) &= F_b \eta_b(x) + G_b \mu_b \\
B(x) &= C_b \eta_b(x),
\end{align*}
\]
(5.23)
where \( \eta_b(x) \) is as defined in (5.10), \( F_b \in \mathbb{R}^{r_b \times r_b}, G_b \in \mathbb{R}^{r_b \times 1} \) are as defined below
\[
F_b = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdot & & \ddots & & \cdot \\
0 & \cdots & 1 \\
0 & \cdots & \cdots & 0
\end{bmatrix},
G_b = \begin{bmatrix}
0 \\
\cdot \\
\cdot \\
1
\end{bmatrix},
\]
(5.24)
and \( C_b \) is as defined in (5.11).

From this controllable canonical form, if we want to drive \( B(x) \) to zero, we can easily find a pole placement controller \( \mu_b = -K_b \eta_b \) with all negative real poles \( p_b = -[p_1 \ p_2 \ \cdots \ p_{rb}] \), with \( p_i > 0, \ i = 1, \cdots, r_b \), that obtains the closed loop matrix \( A_b = F_b - G_b K_b \) with all negative real eigenvalues.

Motivated by (5.17), we can then apply,
\[
\mu_b \geq -K_b \eta_b,
\]
(5.25)
\[
\implies \dot{\eta}_b \geq A_b \eta_b.
\]
(5.26)
Assuming \( K_b = \begin{bmatrix} k_1^b & k_2^b & \cdots & k_{rb-1}^b \end{bmatrix} \) and from the definition of \( \eta_b \) in (5.10), the last row of the above vector inequality (5.26) results in
\[
B^{(rb)}(x) \geq k_1^b B(x) + k_2^b B(x) + \cdots + k_{rb-1}^b B^{(rb-1)}(x).
\]
(5.27)
This inequality constraint can also be written in terms of the pole locations \( p_i \). To do this, we first define a family of outputs \( y_i : \mathbb{R}^n \to \mathbb{R} \) for \( i = 1, \cdots, r_b \), as follows,
\[
y_i(x) = \frac{d}{dt} + p_i \circ \left( \frac{d}{dt} + p_1 \right) \circ \left( \frac{d}{dt} + p_2 \right) \circ \cdots \circ \left( \frac{d}{dt} + p_{rb} \right) \circ B(x),
\]
(5.28)
with \( y_0(x) := B(x) \). Associated with these outputs, we define a family of closed sets for \( i = 0, \cdots, r_b \), as
\[
C_i = \{ x \in \mathbb{R}^n \mid y_i(x) \geq 0 \}.
\] (5.29)

**Remark 5.5.** Note that from the definition in (5.28), the output functions can also be written recursively as,
\[
y_i(x) = \dot{y}_{i-1}(x) + p_i y_{i-1}(x).
\] (5.30)

**Remark 5.6.** Note that because of choice of \( K_b \) resulting in poles \( p_b \), (5.27) is identical to \( y_{r_b}(x) \geq 0 \).

**Theorem 5.1.** Suppose the closed-set \( C_{r_b} \) is forward invariant for the system (3.6), then the closed-set \( C_0 \) is forward invariant whenever initially \( x_0 \in C_i \) for each \( i = 0, \cdots, r_b \), and \( p_i > 0 \) for each \( i = 1, \cdots, r_b \).

Before we prove Theorem 5.1, we note the following corollaries:

**Corollary 5.1.** Suppose \( y_i(x_0) \geq 0 \) and \( p_i > 0 \) for \( i = 1, \cdots, r_b \), then \( B(x(t)) \geq 0, \forall t > 0 \) when \( B(x_0) \geq 0 \).

*Proof.* This follows directly from Theorem 5.1 and the definition of the family of outputs \( y_i \) in (5.28) and closed sets \( C_i \) in (5.29).

**Corollary 5.2.** Suppose \( p_i \geq \max \left( \frac{-\dot{y}_{i-1}(x_0)}{y_{i-1}(x_0)}, \delta \right), \delta > 0, \) for \( i = 1, \cdots, r_b \), then \( B(x(t)) \geq 0, \forall t > 0 \) when \( B(x_0) \geq 0 \).

*Proof.* This follows from Corollary 5.1 and the fact from (5.30) that
\[
y_i(x_0) \geq 0 \iff p_i \geq -\frac{\dot{y}_{i-1}(x_0)}{y_{i-1}(x_0)}.
\]

**Proposition 5.1.** Suppose the closed-set \( C_i \) is forward invariant for the system (3.6), then the closed-set \( C_{i-1} \) is forward invariant whenever initially \( x_0 \in C_i, x_0 \in C_{i-1} \) and \( p_i > 0 \).

*Proof.* The proof essentially follows from [82, Prop. 1]. Since \( x_0 \in C_i \), then by forward invariance of \( C_i \), we have \( x(t) \in C_i \), for \( t \in [0, \infty) \). From the definition of \( C_i \) and (5.30), this is equivalent to
\[
\dot{y}_{i-1}(x(t)) + p_i y_{i-1}(x(t)) \geq 0, \forall t \in [0, \infty).
\]
Since the trajectory starts in $C_{i-1}$, consider the extreme case when the system trajectory reaches the boundary of $C_{i-1}$ at time $T$. Then, $y_{i-1}(x(T)) = 0$. However, according to the previous inequality, it follows that

$$\dot{y}_{i-1}(x(T)) \geq 0,$$

which means that the trajectory would never escape $C_{i-1}$.

We are now ready to prove Theorem 5.1.

Proof. (of Theorem 5.1) The result follows from recursive application of Proposition 5.1. In particular, suppose $C_{r_b}$ is forward invariant and $x_0 \in C_{r_b}$, $x_0 \in C_{r_{b-1}}, p_{r_b} > 0$, then from Proposition 5.1, $C_{r_{b-1}}$ is forward invariant. Further if $x_0 \in C_{r_{b-2}}$ and $p_{r_{b-1}} > 0$, then from Proposition 5.1, $C_{r_{b-2}}$ is forward invariant. We can continue applying Proposition 5.1 so on to show $C_0$ is forward invariant.

Theorem 5.2. (Main Result): Suppose $K_b$ is chosen s.t. $A_b$ as defined in (5.11) is Hurwitz and total negative, and moreover $-\lambda_i(A_b) \geq -\frac{\dot{y}_{i-1}(x_0)}{y_{i-1}(x_0)}$. Then $\mu_b \geq -K_b\eta_b(x)$ with $\eta_b(x)$ as in (5.10), guarantees $B(x)$ is a Exponential CBF.

Proof. The choice of $\mu_b$ establishes the invariance of $C_{r_b}$, and $K_b$ being Hurwitz and total negative ensures that the eigenvalues of $A_b$ are real and negative. The rest follows from Corollary 5.2 and Theorem 5.1.

In summary, if $B(x_0) \geq 0$ and the designed poles are chosen sufficiently small so that the condition in Corollary 5.2 holds, we can guarantee the state-dependent constraint $B(x) \geq 0$ by applying the exponential CBF condition (5.25).

Remark 5.7. (Relation between Exponential CBF and Modified CBF with position-based constraints [82]): For safety constraints with relative-degree 2, the modification of CBF presented in [82] extends the CBF condition for position-based (relative-degree 2) constraints of the form $g(x) \geq 0$ by enforcing the standard CBF condition \[ h(x) = (\frac{d}{dt} + \gamma_b) \circ g(x) \geq 0, \gamma_b > 0. \] Since, $h(x) \geq 0 \iff \dot{g}(x) \geq -\gamma_b g(x)$, enforcing the modified CBF $h(x) \geq 0$ results in $g(x) \geq 0$. $g(x)$ can then be seen as a relative-degree 2 Exponential CBF.

We now present a QP that incorporates an Exponential CBF into a CLF-QP:
Figure 5.1: The Serial Spring Mass System (Relative degree 6). The control goal is to drive the system state from the initial condition $x_0$ to a desired position for the 3rd cart, $x_{3d}$, while strictly enforcing the safety constraint $x_3 \leq x_{3\text{max}}$. This system has three degrees-of-freedom and two degrees-of-underactuation.

**ECBF-CLF-QP:**

$$\text{argmin}_{\mu, \delta} \quad \mu^T \mu + p\delta^2$$

s.t.  
$$\dot{V}(\eta, \mu) + \lambda V(\eta) \leq \delta$$  
(CLF)  
$$A^\mu_C(x)\mu \leq b^\mu_C(x)$$  
(Constraints)  
$$\mu_b \geq -K_b \eta_b$$  
(Exponential CBF)  
$$B^{(rs)}(x, \mu) = \mu_b$$  
(VIOL)

In the next Section, we will validate our proposed method through two systems: serial spring mass system (linear system with relative-degree 6) and a two-link pendulum with elastic actuators (nonlinear system with relative 4).

**5.2.3 Numerical Validation of Exponential CBF**

**Serial Spring Mass System (Relative degree 6)**

We validate our proposed method on a simple system comprising of serial masses connected through springs as shown in Fig. 5.1. The equations of motion for the system is as follows:

$$m_1 \ddot{x}_1 = u + k(x_2 - x_1)$$  
(5.32)  
$$m_2 \ddot{x}_2 = k(x_1 - x_2) + k(x_3 - x_2)$$  
(5.33)  
$$m_3 \ddot{x}_3 = k(x_2 - x_3)$$  
(5.34)

Defining the system state $x = [x_1 \ x_2 \ x_3 \ \dot{x}_1 \ \dot{x}_2 \ \dot{x}_3]^T$, we have the linear system: $\dot{x} = Ax + Bu$, where,
Figure 5.2: The 2-link Pendulum with Elastic Actuators (Relative degree 4). The control goal is to drive the link angles from an initial configuration $\theta_1(0), \theta_2(0)$ to a desired configuration $\theta_{1d}, \theta_{2d}$ while strictly enforcing the safety constraint on the vertical position of the end-effector, $p_2^y \geq p_{2\text{min}}$. This system is nonlinear with four degrees-of-freedom and two degrees-of-underactuation.

\[
A = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
-k \frac{m_1}{m_1} & k \frac{m_1}{m_1} & 0 & 0 & 0 & 0 \\
k \frac{m_2}{m_2} & -2k \frac{m_2}{m_2} & k \frac{m_2}{m_2} & 0 & 0 & 0 \\
0 & -k \frac{m_3}{m_3} & k \frac{m_3}{m_3} & 0 & 0 & 0 \\
\end{bmatrix},
B = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix},
\] (5.35)

Our control goal is to drive the system state from the initial condition $x_0$ to the desired position $x_{3d}$ while considering the safety constraint $x_3 \leq x_3^{max}$.

As illustrated in Fig.5.3, the CLF-QP controller violates the constraint with $max(x_3) = 3.27(m) > x_3^{max} = 3.15(m)$, the ECBF-CLF-QP controller with the desired poles $p_b = -0.12 \times [10 \ 11 \ 12 \ 13 \ 14 \ 15]$ can handle different safety constraints $x_3 \leq x_3^{max}$.

2-Link Pendulum with Elastic Actuators (Relative degree 4)

We consider a two-link pendulum with elastic actuators, as shown in Fig.5.2. The two-link pendulum is a nonlinear system. With elastic actuators, the commanded torques $\tau_1, \tau_2$ of the two motors will generate
Figure 5.3: Serial Spring Mass System (relative-degree 6): Cart positions and input force for the Exponential CBF-CLF-QP controller with desired cart position $x_{3d} = 3(m)$ and with safety constraint $x_3 \leq x_3^{\text{max}}$. The pole locations $p_b$ for the CBF encode the performance specifications of enforcing a safety constraint. As seen above, varying the safety constraint while keeping the poles fixed keeps the peak forces and speed of system response the same. Simulation video: [http://youtu.be/okojFUtaiDk](http://youtu.be/okojFUtaiDk)
torques at two joints indirectly through the following motor dynamics:

\[ J_m \ddot{\theta}_1 = k(\theta_1 - \theta_1^m) + \tau_1, \]
\[ J_m \ddot{\theta}_2 = k(\theta_2 - \theta_2^m) + \tau_2, \] (5.36)

where \( \theta_1, \theta_2 \) are joint angles of the robot, \( \theta_1^m, \theta_2^m \) are angles of two motors, \( J_m, k \) are inertia and stiffness of motors. Then, the torque at two joints of the robot would be:

\[ u_1 = -k(\theta_1 - \theta_1^m) - \xi \dot{\theta}_1, \]
\[ u_2 = -k(\theta_2 - \theta_2^m) - \xi \dot{\theta}_2, \] (5.37)

where \( \xi \) is the damping coefficient at the joints.

We apply the Exponential CBF-CLF-QP controller on the two-link pendulum nonlinear system with the above motor dynamics to enforce a constraint on the position of the end effector \( p_2(p_{2x}, p_{2y}) \) (see Fig.5.4). While the nominal CLF-QP controller violates the constraint, the ECBF-CLF-QP with poles \( p_b = - \begin{bmatrix} 5 & 5.5 & 6 & 10 \end{bmatrix} \), can handle different safety constraints.

Exponential CBFs have the advantage that they can be easily designed for high relative degree safety constraints using tools from linear control theory. The pole locations for the designed CBF and the poles used to design the CLF can be chosen to more smoothly tradeoff stability of tracking and enforcement of safety. Despite these advantages, Exponential Control Barrier Function have some limitations. The choice of pole location depends on initial conditions as stated in Corollary 5.2, requiring careful choice of these poles. Although, if the initial conditions are bounded, the poles can be chosen based on these bounds. Furthermore, the presented Exponential CBF-based control design is dependent on the system model and could be sensitive to model uncertainty. Preliminary results to address safety constraints with model uncertainty are presented in [60].

5.3 Summary

This Chapter has introduced Exponential Control Barrier Functions (ECBFs) as means to enforce high relative degree safety constraints for nonlinear systems. We have presented a systematic design method that enables creating the Exponential CBFs based on pole placement. The designed exponential CBFs along with control Lyapunov functions (CLFs) were formulated as a unified quadratic program. The proposed control design has been numerically validated on a relative degree 6 linear system (the serial cart-spring system) and on a relative degree 4 nonlinear system (the two-link pendulum with elastic actuators.)
Figure 5.4: 2-link Pendulum with Elastic Actuators (nonlinear system with relative-degree 4): The control goal is to drive the link angles from an initial configuration $\theta_1(0) = -\pi, \theta_2(0) = 0$ to a desired configuration $\theta_1^d = \pi, \theta_2^d = 0$ while strictly enforcing the safety constraint on the vertical position of the end-effector, $p_y^2 \geq p_{2\text{min}}$. Note that the links have unit length and the controller has to aggressively move the links to enforce the strict safety constraint. Simulation video: http://youtu.be/okojFUtaIDk
Chapter 6

Dynamic Walking on Stepping Stones with Control Barrier Functions

In this chapter, we will present the method of using control barrier functions (CBF) for the problem of dynamic bipedal robotic walking on stepping stones where the footstep placement is maintained as a safety-critical constraint. To be more specific, we represent footstep placement constraint as state-based constraints that guarantee the footstep location to stay within a desired range when the swing foot has impact with the ground. In the QP based controller, we enforce the CBF constraints that means to keep those state-based constraints to be strictly satisfied, resulting in the desired footstep placement at impact. For the problem of planar dynamic walking on stepping stones using only one nominal walking gait, we achieve the step length variation of ([25 : 60](cm)). Thanks to advantages of Exponential CBFs presented in Section. 5.2, we then can apply the method to the problem of 3D dynamic walking with varied step length and step width as well as dynamic walking on time-varying stepping stones. For the work of using CBF for stepping stones, we use only one nominal walking gait. Therefore the range of step length variation is limited ([25 : 60](cm)). In order to further improve the performance, we incorporate CBFs along with a library of gaits and are able to increase the step length range significantly ([10 : 100](cm)).

6.1 Safety-Critical Control for Dynamical Bipedal Walking

6.1.1 Modification of CBF for position based constraints

As presented in [3], the standard CBF is for velocity based constraint, i.e, $h(q, \dot{q}) \geq 0$ with relative degree one. For application of CBF to mechanical systems in general and to the bipedal robotics system in particular, we need to consider position based constraints, i.e, functions of the form $g_b(q) \geq 0$ (“b” is
for “Barrier”) with relative degree two. The modification of CBF with position based constraint is first mentioned in [82] as a safety criteria for dynamical systems on manifolds. The idea is that, in order to guarantee the condition $g_b(q) \geq 0$, we construct a barrier constraint with relative degree one:

$$h_{CBF}(q, \dot{q}) = \gamma_b g_b(q) + \dot{g}_b(q, \dot{q}) \geq 0. \tag{6.1}$$

From this condition, we can guarantee that if $g_b(q)$ starts with a non-negative initial condition $g_b(q_0) \geq 0$ and the constant $\gamma_b$ is strictly positive, then the condition $h_{CBF} \geq 0$ will guarantee that $g_b(q)$ will never cross zero. Because, if $g_b(q)$ crosses zero from $0^+$ to $0^-$, it means that:

$$g_b(q) = 0; \dot{g}_b(q, \dot{q}) < 0 \implies h_{CBF}(q, \dot{q}) = \gamma_b g_b(q) + \dot{g}_b(q, \dot{q}) < 0,$$

which violates the CBF condition in (6.1).

In other words, we can maintain $g_b(q) \geq 0$ by barrier constraint (6.1). Based on this modification, we now can apply the CBF-CLF-QP based controller (5.8) presented in Section 5.1, with the barrier function formed by $h = h_{CBF}(q, \dot{q})$ from (6.1).

We next present application of this approach for bipedal robotics walking with different additional constraints and criteria.

### 6.1.2 Avoiding overhead obstacles during walking

We first illustrate the method for the problem of avoiding an overhead low ceiling, denoted as (C), by limiting the head height of the robot during a walking step. The problem is that there is a low ceiling at a distance $h_r$ from the ground at the position of the $i$th walking step. We will formulate and apply a CBF in the $i$th step to guarantee the head height of the robot, $h_H$, will be always lower than the overhead ceiling ($h_H(q) \leq h_r$) so that the robot is able to clear the low ceiling obstacle. Therefore, we just need to guarantee the following position constraint (with relative degree two) during the whole $i$th step:

$$g_C(q) = h_r - h_H(q) \geq 0. \tag{6.2}$$

This corresponds to the head height being below the ceiling. The barrier constraint with relative degree 1:

$$h_C(q, \dot{q}) = \gamma_b g_C(q) + \dot{g}_C(q, \dot{q}) \geq 0. \tag{6.3}$$

The CBF-CLF-QP from (5.8) can then be used with the Barrier function $B$ as defined in (5.6) with $h = h_C$ from above.
Figure 6.1: Geometric explanation of CBF constraints for the problem of avoiding an overhead obstacle located at coordinates \((l_m, h_m)\) with respect to the stance foot. If we can guarantee the trajectory of the robot head \(H\) (the red line) to be limited outside the green domain, we can ensure the biped avoids the obstacle (small red circle).

In the above constraint, the horizontal position of the head \(l_H\), did not matter. For a better construction for this problem, we can also consider avoiding an overhead obstacle \(O\) at a specific location, as presented in Fig. 6.1. Here, the red circle with center \(M\) represents the overhead obstacle located at coordinates \((l_m, h_m)\) with respect to the stance foot, and the green circle with center \(O_1\) represents the region that the position of the robot head should avoid to ensure no collision with the obstacle. The geometric constraints in the figure can be mathematically represented as follows:

\[
O_1H = \sqrt{(R_1 + h_m - h_H)^2 + (l_H - l_m)^2} \geq R_1,
\]

(6.4)

Then, the following position constraint,

\[
g_O(q) = \sqrt{(R_1 + h_m - h_H)^2 + (l_H - l_m)^2} - R_1 \geq 0,
\]

(6.5)

corresponds to the head being outside the green circle with center \(O_1\) in Fig. 6.1.

The CBF-CLF-QP for this approach will totally be the same as mentioned above, but the simple constraint (6.2) now becomes more complex as (6.5).

Based on these problems of avoiding overhead obstacles with a single barrier constraint, we can now further develop a control strategy for the problem of footstep placement. One interesting application is the problem of walking over a set of discrete footholds.
6.1.3 Problem of Walking over Discrete Footholds

If we want to force the robot to step onto a specific position (see Fig. 6.2), we need to guarantee that the step length when the robot swing foot hits the ground is bounded within a given range $[l_{\text{min}}; l_{\text{max}}]$. Let $h_f(q)$ be the height of the swing foot to the ground and $l_f(q)$ be the distance between the stance and swing feet. We define the step length at impact as,

$$l_s := l_f(q)|_{h_f(q)=0, \dot{h}_f(q)<0}.$$  \hspace{1cm} (6.6)

The discrete foothold constraint to be enforced then becomes,

$$l_{\text{min}} \leq l_s \leq l_{\text{max}}.$$ \hspace{1cm} (6.7)

However, in order to guarantee this final impact-time constraint, we construct a state-based constraint for the evolution of the swing foot during the whole step, so that at impact the swing foot satisfies the discrete foothold constraint (6.14). We now offer a solution for this issue. The geometric explanation for this is presented in Fig. 6.3. If we can guarantee the trajectory of the swing foot, $F$, to be bounded between the domain of the two circles $O_1$ and $O_2$, it will imply that the step length when the swing foot hits the ground is bounded within $[l_{\text{min}}; l_{\text{max}}]$. Mathematical representation for these constraints is stated as follows:

$$O_1 F = \sqrt{(R_1 + l_f)^2 + h_f^2} \leq R_1 + l_{\text{max}},$$

$$O_2 F = \sqrt{(R_2 + h_f)^2 + (l_f - \frac{l_{\text{min}}}{2})^2} \geq \sqrt{R_2^2 + (\frac{l_{\text{min}}}{2})^2}.$$  

When the swing foot hits the ground at the end of the step, $h_f = 0, \dot{h}_f < 0$, the step length is $l_s$, and
Figure 6.3: Geometric explanation of CBF constraints for the problem of bipedal walking over discrete footholds. If we can guarantee the trajectory of the swing foot $F$ (the red line) to be limited in the blue domain, we will force our robot to step onto a discrete foothold position (thick red range on the ground). This approach therefore also provides a safety guarantee against foot scuffing or swing foot being always above the ground prior to contact.

therefore,

$$\sqrt{(R_1 + l_s)^2} \leq R_1 + l_{max},$$

$$\sqrt{R_s^2 + (l_s - \frac{l_{min}}{2})^2} \geq \sqrt{R_s^2 + (\frac{l_{min}}{2})^2}. \quad (6.8)$$

This then implies the discrete foothold constraint (6.14).

We now define the two barrier constraints based on this approach, through the position constraints

$$g_{ST1}(q) = R_1 + l_{max} - \sqrt{(R_1 + l_f(q))^2 + h_f(q)^2} \geq 0,$$

$$g_{ST2}(q) = \sqrt{(R_2 + h_f)^2 + (l_f - \frac{l_{min}}{2})^2}$$

$$- \sqrt{R_2^2 + (\frac{l_{min}}{2})^2} \geq 0, \quad (6.9)$$

to obtain

$$h_{ST1}(q, \dot{q}) = \gamma_b g_{ST1}(q) + \dot{g}_{ST1}(q, \dot{q}) \geq 0,$$

$$h_{ST2}(q, \dot{q}) = \gamma_b g_{ST2}(q) + \dot{g}_{ST2}(q, \dot{q}) \geq 0. \quad (6.10)$$
Figure 6.4: Simulation of 3 steps of RABBIT walking while avoiding overhead obstacles. The left figure is for the simpler constraint (6.2) that reduces the head height during the whole step, with the yellow rectangle representing the low ceiling. The right figure is for the more involved constraint (6.5) to avoid an overhead obstacle at a specific location, with the yellow circle representing the location of the obstacle.

The Control Barrier Candidate Functions then are

\[ B_1(q, \dot{q}) = \frac{1}{h_{ST_1}(q, \dot{q})}; \quad B_2(q, \dot{q}) = \frac{1}{h_{ST_2}(q, \dot{q})}. \]  

(6.11)

Remark 6.1. We note that the two problems of avoiding overhead obstacles and walking over discrete footholds, presented here, are just two examples for the application of the CBF-CLF-QP for bipedal robotic walking. With this methodology, and different design for barrier constraints, we can further apply this approach for a variety of additional constraints and criteria during walking control. We can also increase the performance by designing a better barrier constraint.

6.1.4 Numerical Validation of Dynamic Bipedal Walking with CBF

To demonstrate the effectiveness of the proposed CLF-CBF-QP based controller, we will conduct numerical simulations on the model of RABBIT (shown in Figure 4.1), a planar five-link bipedal robot with a torso and two legs with revolute knees. As mentioned earlier in Section 4.1.4, RABBIT has four actuators to control hip and knee angles, and is connected to a rotating boom which constrains the robot to walk in a circle, approximating planar motion in the sagittal plane. Detailed descriptions of RABBIT and the associated mathematical model can be found in [15, 78]. Fundamental issues in dynamic walking and running on RABBIT can be found in [78] and [52].

Note that our model of RABBIT that we consider here is the most detailed model of the experimental system, incorporating not only the mass and inertia of the links and rotors, but also friction in the various
Figure 6.5: Three sample runs of RABBIT walking on a set of 30 randomly generated discrete footholds. The desired step lengths, indicating the distance between the footholds, are chosen randomly in the range 0.25m to 0.6m. Red arrows indicate the robot’s resulting step length $l_s$, and represent the placement of the foot. Blue bars are given ranges of desired step length $[l_{\min}, l_{\max}]$, indicating the size of the footholds.

Figure 6.6: Simulation of RABBIT walking over a set of five discrete footholds. The black pillars are locations that the robot needs to step onto, and depict the location and size of the discrete footholds. (Video available at [http://youtu.be/AN-nSHsRLEo](http://youtu.be/AN-nSHsRLEo))
joints and transmission. Furthermore, we note that this model is not a reduced-order model like the inverted pendulum or the spring-loaded inverted pendulum (SLIP). Finally, although we are illustrating our controller particularly for RABBIT, the proposed method is generalizable and applicable to a variety of bipedal robots with various morphologies.

For RABBIT, the stance phase is parametrized by a suitable set of coordinates, given by \( q := (q_1, q_2, q_3, q_4, q_5) \) as illustrated in Fig. 4.1. Here, \( q_1 \) and \( q_2 \) are the femur angles (referenced to the torso), \( q_3 \) and \( q_4 \) are the knee angles, and \( q_5 \) is the absolute angle of the torso. Because RABBIT has point feet (while many other legged robots have flat feet), the stance phase dynamics are underactuated with the system possessing 4 actuated degrees-of-freedom (DOF) and 1 underactuated DOF.

For the problem of avoiding overhead obstacles, the simulation result for the simpler constraint (6.2) and for the more involved constraint (6.5) is illustrated in Fig. 6.4. For the problem of walking over discrete footholds, we will consider a nominal periodic walking gait or virtual constraint that will provide a stable walking gait for RABBIT. This nominal gait has a step length of \( 0.45m \). We will run the simulation in multiple steps and apply CBF to change the step length as detailed in Sec. 6.1.3. Desired values of step length will be chosen randomly in the range of \( 0.25m \) to \( 0.60m \), corresponding to a \(-44\%\) to \(+33\%\) change in the nominal step length of the gait. These values were empirically determined as the regions for which the controller can guarantee safety while respecting the hardware torque saturation without switching from the nominal gait to another gait. Fig. 6.5 illustrates three sample runs of 30 walking steps. As can be seen from this figure, the desired range \([l_{min}, l_{max}]\) is changed randomly for every step. With the proposed feedback control method, the robot’s step length at impact always satisfies this randomly chosen range for each step. Fig. 6.6 illustrates the stick figure of RABBIT for 5 steps of walking, clearly illustrating the precise foot placement on the discrete footholds. Note that the proposed CLF-CBF-QP is solved in under \( 1ms \) and lends

Figure 6.7: Phase plot of RABBIT walking over 30 random discrete footholds. The figure illustrates torso velocity versus the torso angle. The thick red line depicts the nominal limit cycle of the periodic walking gait for comparison.
itself easily to experimental implementations at real-time speeds.

### 6.2 Dynamic Walking on Time-Varying Stepping Stones

This work presents a novel methodology to achieve dynamic walking for underactuated and hybrid dynamical bipedal robots subject to time-varying position-based constraints, with application to bipedal walking over moving stepping stones (see Fig. 6.8). The proposed controller builds off recent work that addresses the challenges of stabilizing hybrid periodic orbits for dynamic bipedal walking, subject to input and contact constraints [25], model uncertainty [57], safety-critical constraints [58], and simultaneously subject to all the above challenges [60]. The proposed controller is based on the combination of control Barrier functions and control Lyapunov functions implemented as a state-based online quadratic program to achieve stability under input, state and safety constraints. Evaluation of our proposed control design is presented on a model of RABBIT, a five-link planar underacted bipedal robot with point feet.

Note that prior work on footstep planning for dynamic obstacles approaches the problem through ZMP-based controllers [13], resulting in slow, quasi-static locomotion. This work builds off our recent work on precise footstep placement for dynamic bipedal walking [58]. The primary contribution of this work is to develop a method to achieve dynamic walking on moving (time-varying) stepping stones.

The continuous-time dynamics of a bipedal robot is

\[
\dot{x} = f(x) + g(x)u ,
\]

where \(x \in \mathbb{R}^n\) and \(u \in \mathbb{R}^m\) are the states and controls respectively. Walking gaits can be formulated through virtual constraints expressed as outputs \(y(x) \in \mathbb{R}^m\). Input-output linearizing controllers can be developed resulting in the closed-loop linear output dynamics

\[
\dot{\eta} = F\eta + G\mu,
\]

where \(\eta = [y, \dot{y}]^T\). While the CLF condition \(\dot{V}(x, u) + \lambda V(x) \leq 0\) will ensure stability [25], the state-dependent and time-varying constraints \(B(x, t) \geq 0\) can be guaranteed by maintaining the Exponential CBF condition \(\dot{B}(x, t, u) + \gamma B(x, t) \geq 0\), see [83, 59] for more details. Combination of these two constraints in a single quadratic programs results in the following CBF-CLF-QP controller:

\[
\begin{align*}
\min_{u} & \quad u^T u + p\delta^2 \\
s.t. & \quad \dot{V}(x, u) + \lambda V(x) \leq \delta \quad \text{(Stability)} \\
 & \quad \dot{B}(x, t, u) + \gamma B(x, t) \geq 0 \quad \text{(Stepping Stones)} \\
 & \quad u_{min} \leq u \leq u_{max} \quad \text{(Input Constraints)}
\end{align*}
\]

To ensure that the swing foot impacts the moving stepping stone, we construct two Barrier functions that ensure the swing foot always moves in the shaded region in Fig. 6.9. We begin by defining the step length
Figure 6.8: Dynamic bipedal dynamic walking with time-varying stepping stones. The stepping stones act as discrete footholds that the robot needs to step onto to ensure safe transversal over the terrain. These stepping stones move with time, stopping once a foot is placed on it. The control problem is to guarantee the safety-critical constraint of placing the swing foot on the stepping stone while dynamically walking. Simulation video: [https://youtu.be/MLBCLE8XBtM](https://youtu.be/MLBCLE8XBtM)

at impact as,

\[ l_s := l_f(q)|_{h_f(q)=0, hf(q, \dot{q})<0}, \]  

(6.13)

where \( h_f(q) \) is the height of the swing foot to the ground and \( l_f(q) \) is the horizontal distance between the stance and swing feet. The discrete foothold constraint to be enforced then becomes,

\[ l_{min}(t) \leq l_s \leq l_{max}(t). \]  

(6.14)

From Fig. 6.9, if we can guarantee the trajectory of the swing foot, \( F \), to be bounded between the domain of the two circles \( O_1 \) and \( O_2 \), it will imply that the step length when the swing foot hits the ground is bounded within \([l_{min}(t), l_{max}(t)]\). Mathematically, these constraints are expressed as,

\[ O_1 F = \sqrt{(R_1 + l_f)^2 + h_f^2} \leq R_1 + l_{max}(t), \]
\[ O_2 F = \sqrt{(R_2 + l_f)^2 + (l_f - \frac{l_{min}(t)}{2})^2} \geq R_2 + \left( \frac{l_{min}(t)}{2} \right)^2. \]

When the swing foot hits the ground at the end of the step, \( h_f = 0, \dot{h}_f < 0 \), the step length is \( l_s \), and therefore,

\[ \sqrt{(R_1 + l_s)^2} \leq R_1 + l_{max}(t), \]
\[ \sqrt{R_2^2 + (l_s - \frac{l_{min}(t)}{2})^2} \geq \sqrt{R_2^2 + \left( \frac{l_{min}(t)}{2} \right)^2}. \]  

(6.15)
Figure 6.9: The time-varying stepping stones problem reduces to the constraint \( l_s \), the step length at impact as defined by (6.13). This constraint is enforced through the Barriers (6.16).

This then implies the discrete foothold constraint (6.14). We then define the two barrier constraints,

\[
B_1(x, t) = R_1 + l_{\text{max}}(t) - \sqrt{(R_1 + l_f)^2 + h_f^2} \geq 0,
\]

\[
B_2(x, t) = \sqrt{(R_2 + h_f)^2 + (l_f - \frac{l_{\text{min}}(t)}{2})^2} - \sqrt{R_2^2 + \left(\frac{l_{\text{min}}(t)}{2}\right)^2} \geq 0,
\]

and then apply the CBF-CLF-QP controller (6.12).

Simulating this controller on a model of RABBIT, results in Fig. 6.25, which illustrates the plot of step length for 10 walking steps. The variation of the desired foothold over time and the satisfaction of footstep placement at the end of every walking step is also seen. Note that the proposed controller requires a perfect model of the robot. Our results in [60] can potentially be used to address model uncertainty.

6.3 3D Stepping Stones with Control Barrier Functions

To enforce precise foot placements on the stepping stones, we need to enforce strict constraints on the step length and step width at swing foot touchdown (see Fig. 6.11). To achieve this, we will first develop
CBFs that enforce strict step length constraints, followed by CBFs that enforce strict step width constraints. We will finally put these together to achieve simultaneous step length and step width constraints to achieve 3D walking on the stepping stones.

### 6.3.1 Stepping constraints for step length

If we want to force the robot to step onto a specific position (see Fig. 6.9), we need to guarantee that the step length when the robot swing foot hits the ground is bounded within a given range \([l_{\text{min}}, l_{\text{max}}]\). Let \(h_f(q)\) be the height of the swing foot to the ground and \(l_f(q)\) be the distance between the stance and swing feet, as defined in Fig. 6.11. We then can apply the same approach to enforce desired step length for 2D walking presented in Section 6.1.3.

### 6.3.2 Stepping constraints for step width

A sufficient condition to guarantee the step width \(w_f \leq w_{\text{max}}\), is to maintain the swing foot position to be inside the circle \(O_3\) (see Fig. 6.12), i.e.,

\[
O_3 F \leq R_3, \tag{6.17}
\]

where,

\[
O_3 F = \sqrt{(l_0 - l_f)^2 + (d_3 + w_f)^2}. \tag{6.18}
\]

The circle \(O_3\) is defined so that it is tangent to the maximum boundary of desired step width and containing the initial swing foot position \((O)\). Therefore the radius and center of the circle \(O_3\) can be derived from \(l_3\).
Figure 6.11: DURUS swing foot coordinates: The swing foot position in 3D is defined by the step length, step width, and step height coordinates \((l_f, w_f, h_f)\) along the \(x, y, z\) axes respectively.

Figure 6.12: Geometric explanation of the stepping stone foot placement constraint with only step width constraint.
and $w_{\text{max}}$ as follows:

$$
R_3^2 = l_3^2 + w_3^2 = l_3^2 + (R_3 - w_{\text{max}} + w_0)^2,
$$

$$
\implies R_3 = \frac{l_3^2 + (w_{\text{max}} - w_0)^2}{2(w_{\text{max}} - w_0)},
$$

(6.19)

where $w_0$ is the step width of the previous step. The same principle can be applied to enforce the minimum step width $w_f \geq w_{\text{min}}$ by requiring $O_4 F \geq R_4$. These constraints can be enforced through a CBF controller from Section 5.1 by defining the following position constraints,

$$
h_3(q) = R_3 - O_3 F \geq 0,
$$

$$
h_4(q) = O_4 F - R_4 \geq 0,
$$

(6.20)

along with Barriers $B_3, B_4$ to enforce them. Thus, the step width will satisfy the desired foothold $w_s \in [w_{\text{min}}, w_{\text{max}}]$.

### 6.3.3 Numerical Validation of 3D Dynamic Walking on Stepping Stones

Having developed the control framework based on control Lyapunov and control Barrier functions, we will now numerically validate the proposed controller on DURUS. We will consider three different simula-
Figure 6.15: CBF constraints for Case 3 (changing step length and width).

Figure 6.16: Norm of torques for Case 3 (changing step length and width).

Figure 6.17: Key joints angles of left leg for Case 3 (changing step length and width).

Figure 6.18: Hip Velocity for Case 3 (changing step length and width).
Figure 6.19: Phase portrait of left and right knee pitch for Case 3 (changing step length and width).

Figure 6.20: Snapshots of simulation results (Case 1: Changing step length only). Simulation video: https://youtu.be/yUSTraDn9-U

Figure 6.21: Snapshots of simulation results (Case 2: Changing step width only). The small vertical bars at the bottom of the figure illustrate that the step length doesn’t change.

Figure 6.22: Snapshots of simulation results (Case 3: Changing step length and step width) From the small vertical bars at the bottom of the figure, it’s clear that the step length also changes in addition to step width.
tion cases:

- **Case 1**: Changing step length only: \( l_s \in [l_{\text{min}}, l_{\text{max}}] \),
- **Case 2**: Changing step width only: \( w_s \in [w_{\text{min}}, w_{\text{max}}] \),
- **Case 3**: Changing both step length and width,

where \( l_{\text{min}}, l_{\text{max}} \) and \( w_{\text{min}}, w_{\text{max}} \) were picked with an offset of \( \pm 2.5cm \) about the desired footstep location \( l_d, w_d \). To be more specific, we have:

\[
\begin{align*}
    l_{\text{min}} &= l_d - 0.025, & l_{\text{max}} &= l_d + 0.025, \\
    w_{\text{min}} &= w_d - 0.025, & w_{\text{max}} &= w_d + 0.025. 
\end{align*}
\]  

(6.21)

The controller is simulated with \( l_d \) and \( w_d \) chosen randomly at each step. While the nominal walking gait has step length 36.6\,cm and step width 23.3\,cm, our proposed controller was able to address a large range of desired footholds with the following specific values:

- **Case 1**: Changing step length only: \( l_d \in [22\,cm, 50\,cm] \) (\( \pm 39\% \) of the nominal step length);
- **Case 2**: Changing step width only: \( w_d \in [12\,cm, 33\,cm] \) (\( -48\% \) to \( 43\% \) of the nominal step width);
- **Case 3**: Changing both step length and width: \( l_d \in [24\,cm, 47\,cm] \) (\( -33\% \) to \( 31\% \) of the nominal step length), \( w_d \in [20\,cm, 33\,cm] \) (\( -13\% \) to \( 43\% \) of the nominal step width).

Beyond these step length and step width values, the initial condition for the subsequent step is too far from the nominal walking gait and the controller is unable to track.

Figures 6.13, 6.14, 6.15 clearly show that the CBF constraints on footstep placement are strictly satisfied for all three simulation cases. Figures 6.20, 6.21, 6.22 illustrate snapshots of the simulation with footstep constraints for the three cases respectively. For Case 3 (changing both step length and width), Figures 6.17, 6.18, 6.19 illustrate the key joint angles, hip velocity and phase portrait respectively.

### 6.4 Dynamic Walking on Stepping Stones with Control Barrier Functions and Gait Library

We have presented optimization approach to create an individual walking gait using Hybrid Zero Dynamic in Chapter 3, we will next discuss the design of a finite set of gaits and a means to create from it a continuum of gaits, called the gait library.
Figure 6.23: (a) The problem of dynamically walking over a randomly generated set of discrete footholds. Simulation video: https://youtu.be/udpxZUXBi_s. (b) The coordinates of the biped are illustrated with the torso world frame pitch angle denoted by $q_T$, and the body coordinates denoted by $(q_1, q_2)$.

**Gait Library and Interpolation**

The optimization problem posed in the previous section is used to generate five gaits having step lengths $L_{\text{step}} = \{0.08, 0.24, 0.40, 0.56, 0.72\}$ meters\footnote{The number of gaits is arbitrary. A finer grid did not change the results. A coarser grid was not tried.}. For values of step length between the discrete values, $L_{\text{step},i}$, $1 \leq i \leq 5$, define the Beziér coefficients $\alpha$ in (3.2) by linear interpolation of the coefficients $\alpha_i$ for the five nominal step lengths. In particular, define,

\[
\zeta(L_{\text{step}}) = \frac{L_{\text{step}} - L_{\text{step},i}}{L_{\text{step},i+1} - L_{\text{step},i}}, \quad 1 \leq i \leq 4
\]

\[
\alpha(L_{\text{step}}) = (1 - \zeta(L_{\text{step}}))\alpha_i + \zeta(L_{\text{step}})\alpha_{i+1}.
\]

(6.23)

For step lengths longer than 0.72, linear extrapolation is used. As in [19 Eqn. (8,9)], this defines a continuum of gaits, called the gait library

\[
\mathcal{A} = \{\alpha(L_{\text{step}}) \mid 0.08 \leq L_{\text{step}} \leq 0.72\}.
\]

(6.24)

The update resets the periodic orbit to adapt the step length, while respecting the physical constraints and approximately optimizing the cost on the periodic orbit. During steady-state, there is no theoretical guarantee that the interpolated gait results in exactly the desired step length. However, due to continuity of each pre-defined gait in the library, the interpolated gait will result in a step length that is close enough to the desired step length. On the other hand, during a transient following a change in commanded step length, the footstep placement and optimization constraints shown in Table 3.1 are not guaranteed to be satisfied.
Figure 6.24: Diagram of the controller structure integrating the gait library and CBF based controller. Solid lines indicate signals in continuous time representing a within-stride controller; dashed lines indicate signals in discrete time representing a stride-to-stride controller.

In the next Section, we will introduce the method of control barrier functions to handle transients in the form of real-time constraints on footstep placement, scuffing avoidance, friction cone, and input saturation.

6.4.1 Safety-Critical Control for Dynamical Bipedal Walking with Precise Footstep Placement

Constraints on Footstep Placement

If we want to force the robot to step onto a specific position (see Fig. 7.7), we need to guarantee that the step length when the robot swing foot hits the ground is bounded within a given range \([l_{\text{min}}; l_{\text{max}}]\). Let \(h_f(q)\) be the height of the swing foot to the ground and \(l_f(q)\) be the horizontal distance between the stance and swing feet. We then can apply the same approach to enforce desired footstep placement presented in Section 6.1.3.

Remark 6.2. The gait library provides gaits that enforce constraints during steady-state but not during transients that occur when the gait is switched. The CBF controller guarantees constraints during transients, thereby preventing a combinatorial explosion of pre-computed transient gaits. The combination of the gait library and the CBF controller is then able to handle constraints during both steady-state and transient phases. The typical failure mode of the gait library is foot scuffing of the swing foot during gait switches. Using a CBF to maintain the swing foot position to be outside the circle \(O_2\), guarantees both the lower bound constraint on step length \((l_s \geq l_{\text{min}}})\) and foot scuffing avoidance simultaneously. The choice of \(R_2\) in Fig. 6.3 can be designed based on the desired mid-step swing foot clearance.
**Constraints on Friction Cone**

In bipedal robotic walking, contact force constraints are very important for the problem of robotic walking. Any violation of these constraints will result in the leg slipping and the robot potentially falling. Although walking gait optimization is usually designed to respect these constraints, we cannot guarantee these constraints when switching between different walking gaits. In particular, we consider, $F_{st}^h(x, u)$ and $F_{st}^v(x, u)$, the horizontal and vertical contact force between the stance foot and the ground (or the friction force and the normal ground reaction force). Then, the constraints to avoid slipping during walking are,

$$
F_{st}^v(x, u) \geq \delta_N > 0, \\
\frac{|F_{st}^h(x, u)|}{|F_{st}^v(x, u)|} \leq k_f. 
$$

(6.25)

where $\delta_N$ is a positive threshold for the vertical contact force, and $k_f$ is the friction coefficient. We enforce the above ground contact constraints with $\delta_N = 150(N), k_f = 0.6$.

**Remark 6.3.** Note that since the gait optimization is performed offline, we enforce stricter constraints (ground reaction force $F_{st}^v \geq 200(N)$ and friction cone $\mu \leq 0.4$) (see Table 3.1), allowing for a margin of safety. These constraints hold only for the gaits in the gait library and not for the transient steps generated by the gait library controller. Our ECBF-CLF-QP controller enforces the constraints $F_{st}^v \geq 150(N)$ and friction cone $\mu \leq 0.6$ in real-time for the transient steps.

We then have the following ECBF-CLF-QP based controller that can handle simultaneously footstep placement, scuffing avoidance, friction constraint and input saturation:

$$
\mu^*(x) = \arg\min_{\mu, d_1} \mu^T \mu + p_1 d_1^2 \\
\text{s.t.} \quad \dot{V}(x, \mu) + \lambda V(\eta) \leq d_1 \quad \text{(CLF)} \\
\hat{B}_1(x, \mu) + \gamma B_1(x) \geq 0 \quad \text{(ECBF on } l_s \leq l_{\text{max}}) \\
\hat{B}_2(x, \mu) + \gamma B_2(x) \geq 0 \quad \text{(ECBF on } l_s \geq l_{\text{min}} \text{ & Foot Scuffing)} \\
F_{st}^v(x, u(x, \mu)) \geq \delta_N > 0 \quad \text{(Normal Force)} \\
\frac{|F_{st}^h(x, u(x, \mu))|}{|F_{st}^v(x, u(x, \mu))|} \leq k_f \quad \text{(Friction Cone)} \\
u_{\text{min}} \leq u(x, \mu) \leq u_{\text{max}} \quad \text{(Input Saturation)}
$$

(6.26)

**Remark 6.4.** Note that all the constraints are affine in $\mu$ and thus the above optimization problem is still a quadratic program that can be solved in real-time.
Remark 6.5. The gait library approach offers a switching strategy under a wide range of step lengths. Based on the desired step length, the interpolation between different gaits in the library will result in a new walking gait for the next step. If the system state is on or close enough to the periodic orbit, it will converge to the desired step length while maintaining physical constraints mentioned in Table 3.1. However, in our problem, we want the robot to be able to switch between two gaits with very different step lengths, the initial condition is basically very far from the periodic orbit of the next step. Therefore, the transition to the new gait is not guaranteed to satisfy constraints such as friction constraints as well as scuffing avoidance. In the simulation, these two main reasons make the gait library approach fail almost all the time.

Note that the CBF-CLF-QP controller in [58] is only based on one nominal gait and tries to adjust the control inputs so as to enforce the footstep placement constraint, friction constraints and input saturation while following the nominal gait. Due to the limitation of having only one walking gait, the working range of step length is therefore limited.

In this work, we attempt to combine the advantages of each method and develop the ECBF-CLF-QP controller with foot scuffing constraints and combine it with the gait library approach (see Fig 7.4). Given a desired step length, the gait library assigns an interpolated gait for the next walking step and the ECBF-CLF-QP controller tracks the outputs corresponding to this gait by solving a quadratic program in real-time to find the control input that follows this new gait while maintaining all above constraints (footstep placement, friction constraints, scuffing avoidance and input saturation).

In the next Section, we present numerical validation of our proposed controller on the dynamical model of the bipedal robot MARLO.

6.4.2 Numerical Validation of Dynamic Walking on Stepping Stones with CBF and Gait Library

In this Section, we will demonstrate the effectiveness of the proposed method by conducting numerical simulations on the model of MARLO. We validate the performance of our proposed approach through dynamic bipedal walking on MARLO, while simultaneously enforcing foot placement, scuffing avoidance, ground contact force constraints and input saturation. Furthermore, in order to demonstrate the effectiveness of the method, we compare three controllers on different ranges of desired step lengths:

\[
\begin{align*}
I: & \text{ Gait Library} \\
II: & \text{ CBF (with nominal step length of 56 cm)} \\
III: & \text{ CBF \& Gait Library}
\end{align*}
\]
Table 6.1: (Main Result) Percentage of successful tests of three controllers (see (6.27)) with different ranges of desired step length.

<table>
<thead>
<tr>
<th>Step Length Range (cm)</th>
<th>Gait Library</th>
<th>CBF</th>
<th>Gait Library &amp; CBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>[50:60]</td>
<td>6%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>[40:70]</td>
<td>1%</td>
<td>44%</td>
<td>100%</td>
</tr>
<tr>
<td>[30:80]</td>
<td>1%</td>
<td>17%</td>
<td>100%</td>
</tr>
<tr>
<td>[25:85]</td>
<td>1%</td>
<td>12%</td>
<td>100%</td>
</tr>
<tr>
<td>[20:90]</td>
<td>1%</td>
<td>3%</td>
<td>97%</td>
</tr>
<tr>
<td>[15:95]</td>
<td>1%</td>
<td>0%</td>
<td>92%</td>
</tr>
<tr>
<td>[10:100]</td>
<td>0%</td>
<td>0%</td>
<td>78%</td>
</tr>
</tbody>
</table>

For each range of step length (see Table 6.1), we randomly generated 100 problem sets, where each set has 10 randomly placed “stepping stones” with a stone size of 5 (cm) (see Fig. 7.7). The controller is considered successful for a trial run if the bipedal robot is able to walk over this terrain without violation of foot placement, ground contact, friction, and input constraints. The percentage of successful tests for each of the three controllers is tabulated in Table 6.1 for various ranges of step lengths. The approach based on the combination of CBF and Gait Library outperforms the approaches that rely on only the CBF or only the Gait Library. For example, with the step length range of [20:90] (cm), the percentage of successful tests on controller III (CBF and Gait Library) is 97 %, while that of controller II (CBF only) and controller I (Gait Library only) are just 3% and 1% respectively. Thus the proposed controller not only achieves dynamic walking over discrete footholds, it also dramatically increases the range of step lengths that are handled compared to our prior work in [58].

We show here one simulation of MARLO walking over 20 stepping stones with desired step lengths randomly generated in the range of [10 : 100] (cm), where the stone size is smaller, i.e., \( l_{\text{max}} - l_{\text{min}} = 2 \) (cm). Fig. 6.25 shows the satisfaction of foot step placement constraints as well as CBF constraints, without a violation of the friction cone or input saturation (see Fig. 6.26). Furthermore, in order to illustrate how aggressively our proposed method can traverse a set of stepping stones, Fig. 6.27 shows a simulation where the robot has to switch between very a large step length (95 cm) and a very small step length (15 cm).

**Remark 6.6.** Potential reasons of the gait library and CBF controller not reaching 100% success in the last three cases include (a) the QP (6.26) becoming feasible; and (b) the gait library being limited to a pre-computed gait at 72 (cm) (see Section 6.4), which is extrapolated by 25-39% to reach step lengths of 90-100 (cm). Including a pre-computed gait with a step length of 100 (cm) could potentially improve performance.
Figure 6.25: (a) Footstep placement constraint: \( l_{\text{min}} \leq l_s \leq l_{\text{max}} \), where the step length \( l_s \) is the value of the distance between swing and stance feet \( l_f \) at impact (see (6.13)). (b) CBF constraints: \( h_1(x) \geq 0, h_2(x) \geq 0 \).

Figure 6.26: (a) Ground reaction force: \( F_{\text{st}}^v \geq 150(N) \). (b) Friction cone: \( |F_{\text{st}}^h/F_{\text{st}}^v| \leq 0.6 \). (c) Control inputs are saturated at 5 (Nm) (\(|u| \leq 5\)); recall the 50:1 gear ratio from the motors to the links.

Figure 6.27: Simulation of MARLO walking over stepping stones with desired step lengths of \{95, 15, 95, 15, 15, 95, 95, 15, 15, 15\} (cm) and stone size of 2 (cm). For clarity of visualization, the rear links of the 4-bar are suppressed. Simulation video: https://youtu.be/udpxZUXBi_s.
6.5 Summary

In this Chapter, we have presented our method to handle aperiodic walking with application of dynamic walking on stepping stones using control Barrier functions. We then extend the work to the problem of time-varying stepping stones and 3D dynamic walking on stepping stones with both step length and step width varied on the model of DURUS, a 23 DoFs humanoid robot. While these works all use only one nominal gait, we can improve the performance significantly by incorporating CBFs with a gait library. This novel combination is able to increase the step length range from \([25 : 60](cm)\) without the gait library to \([10 : 100](cm)\) with the gait library.
Chapter 7

Dynamic Walking on Stepping Stones with 2-Step Periodic Gait Library

While handling physical constraints and step transition via CBF presented in Section 6 appears to work well, these constraints often become active at step switching. In order to resolve this issue, this chapter will introduce a new method of 2-step periodic gait optimization to address the problem of dynamic walking on stepping stones. The method takes into account the gait transition between different configurations of stepping stones, resulting in a smooth step transition at impact. It also opens the ability to handle the problem of dynamic walking on discrete terrain with varied step length and step height. Our proposed methods are successfully validated on ATRIAS, an underactuated, human-scale bipedal robot. In particular, experimental demonstrations illustrate our controller being able to dynamically walk at 0.6 m/s over terrain with step length variation of 23 to 78 cm, as well as simultaneous variation in step length and step height of 35 to 60 cm and -22 to 22 cm respectively.

Figure 7.1: Periodic walking gait has the resulting step length ($l_1$) similar to the initial step length ($l_0$), or in other words $l_1 = l_0$. 
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7.1 2-Step Periodic Gait Design Using Virtual Constraints

We presented the Hybrid Zero Dynamics framework in Chapter 3 to derive a periodic gait with constant step length (see Fig. 7.1). In order to take into account the gait transition when we want to change the footstep location every walking step, we now introduce the 2-step periodic gait optimization. Inspired by the main issue of step transition on stepping stones [55], we develop an optimization framework to design 2-step periodic walking gaits, taking into account not only the desired footstep location of the next step but also the current configuration of the robot. The method combines virtual constraints, parameter optimization, and an interpolation strategy for creating a continuum of gaits from a finite library of gaits. The notion of a 2-step periodic gait means that the robot states are designed to be converge back to the initial condition after 2 walking steps. To be more specific, we will start off with the problem of changing step length only or walking on flat ground with varied step length.

7.1.1 Changing Only Step Lengths

In the nominal problem of periodic optimization presented in Section 3.2, we need to optimize for only one walking step with the constraint on the resulting step length ($l_1$) to be equal to the initial step length ($l_0$) (see Fig. 7.1). For this problem, we use the same optimization framework discussed in Section 3.2 but we will optimize for 2 walking steps while following additional constraints that allows us to have different step lengths during transition (see Fig. 7.2):

- The initial state at start of the first step is given by $x = x_0^+$ with corresponding (initial) step length $l_0$.
- The state at the end of the first step (before impact) is $x = x_1^-$ with (resulting) step length $l_1$.
- Impact constraints at the end of the first step are enforced as $x_1^+ = \Delta(x_1^-)$.
The initial state at start of the second step is given by \( x = x_1^+ \) with corresponding (initial) step length of \( l_1 \).

The state at the end of the second step (before impact) is \( x = x_2^- \) with (resulting) step length of \( l_2 \).

Impact constraints at the end of the second step are enforced as \( x_2^+ = \Delta(x_2^-) \).

Periodic constraints are then enforced as \( x_2^+ = x_0^+ \), resulting in \( l_2 = l_0 \).

The optimization problem is then used to generate a gait library with different values of \( l_0 \) and \( l_1 \). In this work, we optimize four different gaits corresponding to:

\[
\begin{align*}
(l_0, l_1) &= (0.3, 0.3) \text{ m} \\
(l_0, l_1) &= (0.3, 0.7) \text{ m} \\
(l_0, l_1) &= (0.7, 0.3) \text{ m} \\
(l_0, l_1) &= (0.7, 0.7) \text{ m}.
\end{align*}
\] (7.1)

This is similar to precomputing four gait primitives corresponding to walking with small steps \( (l_0, l_1) = (0.3, 0.3) \text{ m} \), switching from a small step to a large step \( (l_0, l_1) = (0.3, 0.7) \text{ m} \), switching from a large step to a small step \( (l_1, l_0) = (0.7, 0.3) \text{ m} \) and walking with large steps \( (l_0, l_1) = (0.7, 0.7) \text{ m} \). Having a gait library with different gaits representing a few general motion primitives, we then do gait interpolation to get the desired walking gait with an arbitrary set of \( (l_0^d, l_1^d) \).

Let \( \alpha(l_0^d, l_1^d) \) be the Beziér coefficients (defined in (3.2)) of the desired walking gait that has the initial step length \( l_0^d \) and the resulting step length \( l_1^d \). If \( l_0^d \in [0.3 : 0.7] \text{ m} \) and \( l_1^d \in [0.3 : 0.7] \text{ m} \), we will compute \( \alpha(l_0^d, l_1^d) \) using bilinear interpolation of the coefficients from the four nominal gait parameters precomputed.
using optimization. Therefore the new interpolated gait can be derived in real-time (1 kHz in our experiment) right after the impact of each walking step. A detailed explanation for bilinear interpolation can be found in [81], and summarized in Fig. 7.3. In this work, we use the MATLAB function "interp2" to implement the algorithm.

**Remark 7.1.** If $l_0 \notin [0.3 : 0.7] m$ or $l_1 \notin [0.3 : 0.7] m$, we can use extrapolation to compute the gait parameters for the desired gait.

The gait library and gait interpolation are used to update the walking gait for every walking step based on the desired footstep placement of the next step ($l_1$) and the current configuration of the robot ($l_0$). They are then incorporated using input-output linearization to control the robot to follow the updated walking gait. The closed-loop control diagram is shown in Fig. 7.4.

**Remark 7.2.** Note that the proposed method has a resemblance to MPC. While we use a 2-step periodic gait, we switch the gait at the end of each step, i.e., half-way into the 2-step periodic gait. For instance, with current step length being $l_0$, and subsequent step lengths being $l_1, l_2$, we use a gait with $(l_0, l_1)$ and switch at the end of the first step to $(l_1, l_2)$ so that there is an overlap of one step between the gaits. This easily addresses gait transitions that typically cause large violations in unilateral force constraints, friction constraints, and torque constraints.

**Remark 7.3.** Also note that in [55], we use control barrier functions to handle gait transitions. While this appears to work well, the feasibility of the quadratic program that enforces the control barrier constraint is not guaranteed. In this present work, as we will see, we achieve better results without using control barrier functions. We can easily add control barrier functions on top of the current method to further enforce these
safety-critical constraints. Since the underlying method achieves the foot placement without requiring the barriers, the barriers will remain inactive most of the time, leading to better feasibility of the quadratic program.

### 7.1.2 Changing Only Step Heights

For the problem of changing step heights only, the framework presented for changing step length on flat ground in Section 7.1.1 can be applied where \((h_0, h_1)\) plays the role of \((l_0, l_1)\) (see Fig. 7.5). For the problem of changing step length on flat ground, the step height is zero. In the problem of changing step height only in Fig. 7.5, we assume that the step length or the width of the stair is constant.

### 7.1.3 Changing Both Step Lengths and Step Heights

We now can combine the methods presented in Section 7.1.1 and 7.1.2 to handle the problem of walking on stepping stones with varied step length and step height for every walking step (see Fig. 7.6). Since the gait parameters now depends on 4 variables \(l_0, h_0, l_1, h_1\), the gait interpolation needs to be extended for 4 variables and the number of gaits increases to \(2^4 = 16\) gaits.

**Remark 7.4.** Note that each of the nominal periodic walking gaits presented in Section 3.2 is locally exponentially stable [80]. The stability condition for switching policies between different locally exponentially stable periodic gaits can be found in [54], wherein it is assumed that one periodic gait switches into the domain of attraction of a subsequent periodic gait. With the 2-step periodic gaits, we can guarantee that when we switch to the next gait, the initial state of the robot is close to the periodic orbit of the next gait.
Figure 7.6: 2-Step periodic walking with changing step lengths and step heights. The walking gait is 2-step periodic therefore the step length and step height of the second step and that of the initial condition are the same ($l_2 = l_0$, $h_2 = h_0$). Note that step heights $h_0, h_1$ can be positive (stepping up) or negative (stepping down). In this figure, we illustrate the case of both $h_0$ and $h_1$ being positive for convenience.

**Remark 7.5.** Creating an interpolated gait between two nearby periodic gaits ensures that constraints enforced by the periodic gaits are enforced by the interpolated gait as well due to local continuity of the constraints. Further work needs to be carried out to establish stability results for switching between interpolated gaits.

### 7.2 Numerical Validation of 2-Step Periodic Gait Library

In this Section, we will demonstrate the effectiveness of the proposed method by conducting numerical simulations on the model of ATRIAS.

Using our method, we can control our robot to overcome different type of terrains:

- Changing step length only within the range of [20:90] (cm) with the precision of only 2 (cm) (see Fig. 7.7a)
- Changing step height only within the range of [-30:30] (cm) where the step length is constant at 50 (cm) (see Fig. 7.7b)
- Changing step length and step height at the same time where the range of step length and step height are [30:80] (cm) and [-30:30] (cm) respectively (see Fig. 7.7c)
- Planar version of the W-Prize terrain [1] (see Fig. 7.7c)
Figure 7.7: The problem of dynamically walking over a randomly generated set of discrete footholds. Simulation video: [https://youtu.be/Pxhb4_ojiC8](https://youtu.be/Pxhb4_ojiC8)
• Changing step length with perturbation (see Fig. 7.7c), where the perturbation is generated by applying horizontal external force of $\pm 300 N$ on the robot torso with the duration of $0.2s$ in the middle of some steps.

• Changing step length and step height with perturbation (see Fig. 7.7f), with similar type of perturbation mentioned above but the magnitude of the external force is now $200 N$.

In all simulations, we check constraints on footstep placement, friction constraints and input saturation stated in Table 3.1. Note that friction constraints are checked for both impulse at impact and contact force during the continuous phase. Fig. 7.9 shows the satisfactions of those constraints in one example of ATRIAS walking on randomly generated discrete footholds shown in Fig. 7.7c, where step length and step height are varied in the range of $[30:80]$ (cm) and $[-30:30]$ (cm) respectively. In this simulation the absolute error between the desired step length and the real step length has the minimum of 0 m, the maximum of 0.0453 m and the mean of 0.0113 m.

With the problem of changing step length only, we also compare the performance of (a) our prior work on Control Barrier Functions and gait library presented in [55] and (b) our proposed method of the 2-step periodic gait library. Both controllers are run on the same terrain illustrated in Fig. 7.7a. From Fig. 7.10, we can clearly see that our proposed method of 2-step periodic gait library (thick red line) has vertical ground reaction force ($F_{vt}^v$) with smaller peak amplitudes, coefficient $k = |F_{vit}^h/F_{vt}^v|$ that stays more inside the friction cone, and control inputs with smaller norm. Note that although these two controllers are applied on the same terrain, the walking step times are different because the gait libraries and the low-level controllers are different.

In Fig. 7.8 we demonstrate the robot walking over multiple terrains including:

1. Worst case of walking up and down with large step length,

2. Worst case of walking up and down with small step length,

3. 20 steps walking over randomly generated terrain with stone size of 25 (cm),

20 steps walking over randomly generated terrain with stone size of 5 (cm).

Note that we use the same controller and the same gait library for all these different terrains, thereby establishing that our single controller can handle different types of variation in the terrain, including step length, step height, as well as stone size. In particular, with Terrain (4), the random terrain with stone size of 5 cm, we show the accuracy of the precise footstep placements. With Terrain (3), the random terrain with stone size of 25 cm, we show that the robot has a good swing foot clearance to avoid the corners of the larger stepping stones.

Here, we also successfully applied our proposed control method for the planar version of the W-Prize terrain listed in [1], which is made from placing cinder blocks with distances varied in $[35:98]$ cm. There are also stepping-up and stepping-down stones at the start and the end of the terrain (see Fig. 3.2). Note that, in the simulation, all the physical constraints are checked except the constraint on avoiding the cinder blocks from tipping over. This additional challenge of the blocks tipping over is not addressed in this work but it is an interesting problem to consider in future work.

### 7.3 Experimental Validation of 2-Step Periodic Gait Library

Having validated the controller in simulation, we now show the implementation of the proposed method on the robot hardware. We begin with a brief description of the robot hardware, followed by some implementation details. We then present the results for the following experiments:

- Changing step length within the range of $[23:78]$ cm.
- Changing both step length and step height in the range of $[35:60]$ cm and $[-22:22]$ cm respectively.

**Remark 7.6.** To build the required terrain in experiments, we stack a number of cinder blocks to change the terrain height. In doing so, an additional complexity arises in that these cinder blocks can topple over.

#### 7.3.1 Hardware Description

ATRIAS is a 3D capable bipedal robot, equipped with three actuators on each leg – two motors (“leg motors”) controlling the motion in the sagittal plane ($q_1$ and $q_2$ in Fig. 3.2) and one motor (“hip motor”) controlling the lateral angle in the frontal plane (see Fig. 3.2). Therefore, to restrict the motion in the sagittal plane, ATRIAS is attached to a boom (see Fig. 7.11b). The two leg motors in the sagittal plane, connected to the front and rear thigh links through a 50:1 harmonic drive transmission and fiberglass plate springs, can be controlled to cause an effective change in leg length and/or leg angle. Further, in addition to the encoders
Figure 7.9: Simulation of ATRIAS walking on randomly generated stepping stones with step length and step height changing in the range of [30:80] (cm) and [-30:30] (cm) respectively. The terrain is illustrated in Fig. 7.7c. The following constraints are enforced: (a) Ground reaction force: $F_{st}^v \geq 150\text{ (N)}$; (b) Friction cone: $|F_{st}^h/F_{st}^v| \leq 0.6$; and (c) Control motor inputs saturated at 7 (Nm) ($|u| \leq 7$). Note that there is a 50:1 gear ratio from the motors to the links.
Figure 7.10: We compare the “CBF + Gait Library” controller from [55] with the proposed “2-Step Periodic Gait Library” controller (thick red line). As is seen, the proposed controller has better ground reaction force with smaller peak amplitudes, lower friction requirements, as well as smaller control inputs. The comparison is made by simulating both controllers for the same terrain illustrated in Fig. 7.7a.
Figure 7.11: ATRIAS walking over stepping stones. Experimental video: https://youtu.be/JKkPWHm6H7k https://youtu.be/jQeC1OOmOmk. Simulation video: https://youtu.be/Pxhb4_ojIC8
Figure 7.12: Control Diagram of the implemented controller in experiment. Dashed lines denote discrete-time signals sampled at the beginning of every walking step. Continuous lines denote signals sampled at 1 kHz. The shaded blue block illustrates the computation of the desired step length and step height. In particular, we compute the desired step length and height based on the next step location obtained from the terrain profile and the current stance foot position, obtained from the robot yaw and forward kinematics (7.2). This entire block can essentially be replaced by a visual sensor.

Table 7.1: Various measured quantities. The index $i \in \{st, sw\}$ represents stance/swing leg respectively.

<table>
<thead>
<tr>
<th>Measured Quantity</th>
<th>Symbol</th>
<th>Sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint angles on motor side (i.e. at the output of the gears)</td>
<td>$q_i^1, q_i^2$</td>
<td>32-bit absolute optical encoders</td>
</tr>
<tr>
<td>Joint angles on leg side (i.e. at the output of the leaf-springs)</td>
<td>$\bar{q}_i^1, \bar{q}_i^2$</td>
<td>32-bit absolute optical encoders</td>
</tr>
<tr>
<td>Lateral joint angles (hip abduction)</td>
<td>$q_i^3$</td>
<td>13-bit absolute magnetic encoder</td>
</tr>
<tr>
<td>Torso Pitch</td>
<td>$q_T$</td>
<td>IMU</td>
</tr>
<tr>
<td>Robot Yaw</td>
<td>$q_{\text{robot}}^{\text{yaw}}$</td>
<td>IMU</td>
</tr>
</tbody>
</table>
mounted on the motor, ATRIAS is equipped with high-resolution (32-bit) absolute encoders for measuring joint angles and spring deflections. Position and orientation in the world frame are estimated using a high-precision inertial measurement unit (IMU). Table 7.1 lists the various quantities measured. Additionally, we define the body coordinates as $q_b := [q_{st1}^t, q_{st2}^t, q_{sw1}^w, q_{sw2}^w]^T$ and $\bar{q}_b := [\bar{q}_{st1}^t, \bar{q}_{st2}^t, \bar{q}_{sw1}^w, \bar{q}_{sw2}^w]^T$ corresponding to joint angles on the motor side and leg side respectively.

### 7.3.2 HZD Implementation

The Hybrid Zero Dynamics framework is an elegant and powerful means to design gaits and develop model-based feedback controllers for underactuated dynamic bipedal locomotion. However, implementing the controller developed in Section 3.3 involves overcoming certain challenges.

In this section, we discuss some of the implementation details of the HZD controller on the ATRIAS robot. In particular, the 2D robot model is only used to generate a library of 2-step-periodic gaits. The outputs are then regulated using a PD controller. Fig. 7.12 shows an overview of the implemented controller on ATRIAS.

**Phase Variable Computation** The phase variable $s$ is computed using the joint angles measured at the output of the springs (i.e. on the leg side as opposed to the joint angles measured on the motor side). This is, in fact, the true phase variable with respect to the robot’s base frame attached to the stance foot. Secondly, using joint measurements from the leg side leads to a “less noisy” phase variable. This is due to the fact that, during swing phase, the stance foot is assumed to be pinned to the ground [79], i.e. stance foot is attached to the ground through an ideal revolute joint. This causes the motor side to oscillate (due to the compliant elements) with respect to the leg side and the robot’s stance foot. Thus, using the joint angles from the motor side to compute the phase variable causes it to be oscillatory, which leads to oscillations in the desired outputs. This could in turn de-stabilize the system. To remove further noise from the signal, the computed phase variable is passed through a low-pass filter.

**Joint Velocity Computation** Joint velocities are obtained by first computing the finite difference of the motor encoder readings and then passed through a low-pass filter to remove high-frequency noise.

**Dead Reckoning using IMU** The position of the robot in the world frame is estimated from a high-precision IMU mounted on the robot’s torso. This information is then utilized to correct the relative distance between the robot’s current stance foot and the next stepping stone (which is the desired step length input to the controller). In particular, we obtain an estimate of the robot’s yaw with respect to an inertial frame. The
robot’s yaw, multiplied by the boom length, gives us an estimate of the robot’s position,

\[ p_{\text{stance foot}} = q_{\text{robot yaw}} \times l_{\text{boom}} + d_{\text{hip} \rightarrow \text{stance foot}}, \]  

(7.2)

where \( q_{\text{robot yaw}} \) is the yaw angle of the robot measured from the IMU signal, \( l_{\text{boom}} = 2 \) m is the boom length and \( d_{\text{hip} \rightarrow \text{stance foot}} \) is the distance from the hip to stance foot is computed based on the joint encoders. Note that we do not make use of any external sensors (such as a boom encoder or optical motion capture). The location of the stepping stones are precomputed and stored before the start of the experiment. However, only the distance between the current stepping stone and the next is provided to the controller one-step in advance. This distance is found based on where the robot is in the world (computed through IMU dead-reckoning) and corrected based on where the stance foot is on the current stone (computed through joint encoders).

**Impact Detection** ATRIAS is not equipped with any force sensors or contact switches at the foot. To detect swing foot impacts on the ground, we use the leg axial force estimated by the spring compression (obtained by computing the difference in the encoder readings from the motor and leg sides). In particular, an impact is detected if the axial force as well as the phase variable \( s \) defined in (3.4) cross certain thresholds. Specifically, we use a threshold value of 300 N for the axial force and 0.6 for the phase variable (see Fig. 7.13).

![Axial Forces on the Left Leg for six walking steps. Shaded red regions denote the periods when the phase variable is greater than the threshold value of 0.6. Dotted red line denotes the threshold value of the axial force at 300 N. An impact is detected when both, the axial force as well as the phase variable, cross their respective thresholds.](image)

Figure 7.13: Axial Forces on the Left Leg for six walking steps. Shaded red regions denote the periods when the phase variable is greater than the threshold value of 0.6. Dotted red line denotes the threshold value of the axial force at 300 N. An impact is detected when both, the axial force as well as the phase variable, cross their respective thresholds.

**Control of Hip Motors** For simplicity, the desired lateral angles are kept constant, and enforced through a high gain position-derivative controller,
\[ \mu_{PD}^{\text{hip}} = -K_p^{\text{hip}} (q_3 - q_{3,d}) - K_d^{\text{hip}} (\dot{q}_3 - \dot{q}_{3,d}), \]  

(7.3)

where \( K_p^{\text{hip}}, K_d^{\text{hip}} > 0 \).

**Walking Speed Regulation** We regulate the torso angle to maintain a desired average walking velocity – leaning the torso forward at the start of the swing phase causes the robot to accelerate and leaning the torso backwards causes it to decelerate. Torso angle regulation is achieved by changing the desired leg angles \( h_d(s, \alpha) \) in \((3.2)\) appropriately. In particular, at the start of swing phase, a desired torso offset is computed as,

\[ q_T^{\text{offset}} = -K_p^T (v - v_d), \]  

(7.4)

where \( v \) is the average forward velocity of the robot (estimated from the IMU) at the start of the swing phase, \( v_d \) is the desired average walking speed and \( K_p^T > 0 \). The offset computed above is upper bounded to prevent excessive torso oscillations.

The outputs \( y \) are then redefined as,

\[ y = h_0(q) - h_d(s, \alpha) - q_T^{\text{offset}} \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}. \]  

(7.5)

**Control of Leg Motors** A PD controller is utilized to regulate the outputs in \((7.5)\). While the phase variable is computed using the joint angles on the leg side, the outputs \( y \) are computed using the joint angles on the motor side. The leg-motor torques are then computed using this output,

\[ \mu_{PD}^y = -K_p y - K_d \dot{y} \]  

(7.6)

This is done so that the leg motors do not work against the springs. The output PD controller in \((7.6)\) is then mapped to the leg-joint torques using the transformation,
Figure 7.14: Results from experiment of ATRIAS walking over stepping stones with changing step length (Fig. 7.11a). Note that there is a 50:1 gear ratio from the motors to the links. We present here the joint torques. A video of the experiment can be found here: https://youtu.be/JKkPWHm6H7k.

\[ \mu_{PD}^q = h_0^{-1} (\mu_{PD}^y) , \]

where \( h_0 \) is defined in (3.3).

### 7.3.3 Stepping Stone Experiment with Changing Step Length

In this Section, we will present experimental results on ATRIAS walking over stepping stones (see Fig 7.11). The circle is covered by 24 stepping stones with the following distances or desired step lengths
of the robot:

\[ L_d = [56, 31, 64, 78, 33, 75, 30, 40, 72, 67, 35, 23, \\
33, 52, 76, 50, 42, 78, 37, 31, 51, 76, 74, 69] \text{ cm.} \] (7.8)

The controller is allowed knowledge of this information only for one step ahead.

Fig. 7.14 shows the experimental data including step length (the horizontal distance between swing and stance foot), the step length error (the error between the stance foot position and the center of the stone), the average speed of walking for each step and the joint torques of the right and left leg respectively. The step length errors have a mean of absolute of 3 cm and absolute max of 7.8 cm and thus are always within the stone size of \([-10:10]\) cm. The experiment was conducted with input saturation of 5 Nm on the motor torques. The average walking speed of the total 24 steps is 0.6 m/s. This experiment thus validated the effectiveness of our proposed method for the problem of dynamic walking on stepping stones with a wide range of step length (within \([23:78]\) cm) and a fast average walking speed 0.6 m/s.

To better illustrate the problem, we also have the robot walking on cinder blocks (see Fig. 7.11b), where the height of the platform is 12 cm. Note that for this experiment, since the cinder blocks are not attached to the ground, we need to guarantee very accurate footstep placement and good friction constraint to ensure that the cinder blocks do not topple.

### 7.3.4 Stepping Stone Experiment with Changing Step Length and Step Height

For this experiment, the terrain was generated by placing 12 stepping stones (see Fig. 7.15) with different distances and heights. The following distances between these stones specify the desired step lengths:

\[ L_d = [40, 35, 40, 60, 35, 60, 45, 35, 60, 35, 40, 50] \text{ cm.} \] (7.9)

The heights of these stones from the ground are:

\[ [12, 16, 38, 16, 32, 22, 12, 22, 32, 22, 16, 0] \text{ cm}, \] (7.10)

that specifies the following step height changes between consecutive stepping stones:

\[ H_d = [12, 4, 22, -22, 16, -10, -10, 10, -10, -6, -4, -12] \text{ cm.} \] (7.11)

Similar to the previous problem of changing step length, we also report here in Fig. 7.16 the experiment data including step length (the horizontal distance between swing and stance foot), the step length error (the
error between the stance foot position and the center of the stone), the average speed of walking for each step and the joint torques of the right and left leg respectively. The step length errors are just within $[-5:5]$ cm, therefore always staying inside stepping stones with the size of $[-10:10]$ cm. For this experiment, the change in step height is between $-22$ cm and $+22$ cm and the maximum height of the terrain to the ground is up to $38$ cm. The average walking speed of the experiment is $0.6$ m/s.

Note that cinder blocks used to create the terrain in Fig. 7.15 are not affixed to each other. Therefore, the accuracy of the footstep placement and good friction constraints are very critical to avoid both sliding and toppling issues in this experiment.

In the experiment shown in Fig. 7.15, we tried to place the stepping stones so that we can test as much as possible different type of changes in the terrain. In addition to that, we also demonstrated our method on randomly generated terrains (see Fig. 7.17). For each test, the terrain is created by randomly placing 5 stepping stones, which corresponds to 6 walking steps with variation in both step length and step height. While the desired step lengths are randomly selected in increments of $1$ cm, the stone heights are randomly selected from a limited discrete set due to the limitation of stone types used in the experiment. Furthermore, for the random height selection, we enforce the constraint that the starting and ending steps are at zero height so as to start and end the experiment on the ground level.
Figure 7.16: Results from experiment of ATRIAS walking over stepping stones with changing step length and step height (Fig. 7.11c). Note that there is a 50:1 gear ratio from the motors to the links. We present here the joint torques. Experimental video: https://youtu.be/jQeC100mOmK.

7.4 Summary

We have presented a novel approach called 2-step periodic gait optimization that allows us to handle a wide change in footstep placement of the robot (both step length and step height). Since our walking gait optimization takes into account not only the upcoming terrain but also the current configuration of the robot, the method can effectively address the transition when the controller switches between different gaits. The gait library is pre-computed with a small number of gaits (4 gaits for the problem of changing step length or step height only and 16 gaits for the problem of changing both), then gait interpolation is implemented in real-time to adapt with random changes in the terrain as well as the initial condition of the robot. We successfully validated the proposed approach on the model of ATRIAS, an underactuated bipedal robot, under different types of terrain, including changing step length in the range of [20:90] (cm) with the
precision of only 2 (cm); changing step height only in the range of [-30:30] (cm) or changing both step length and step height in the range of [30:80] (cm) and [-30:30] (cm) respectively. A 2D version of the W-Prize terrain was also attempted. In future work, this method will be extended to 3D walking.
Chapter 8

Optimal Robust Safety-Critical Control

In this chapter, we will introduce a unified control framework to address the problem of robust stability, robust safety and robust constraints under model uncertainty for dynamical systems in general and for bipedal robot in particular. Our proposed optimal robust control through quadratic program offers tracking stability while subject to input and state-based constraints as well as safety-critical constraints for nonlinear dynamical robotic systems under significant model uncertainty. The method formulates robust control Lyapunov and barrier functions to provide guarantees of stability and safety in the presence of model uncertainty. We evaluate our proposed control design on different applications ranging from a single-link pendulum to dynamic walking of bipedal robot subject to contact force constraints as well as safety-critical precise foot placements on stepping stones, all while subject to significant model uncertainty. We conduct preliminary experimental validation of the proposed controller on a rectilinear spring-cart system under different types of model uncertainty and perturbations.

8.1 Adverse Effects of Uncertainty in Dynamics on the CBF-CLF-QP controller

The controller presented in Section 5.1 provide means of an optimal control scheme that balances conflicting requirements between stability, state-based constraints and energy consumption. It is a powerful method that has been deployed successfully for different applications, for example Adaptive Cruise Control [49], quadrotor flight [82], and dynamic walking for bipedal robots [58], [34].

However, a primary disadvantage of the CBF-CLF-QP controller is that it requires the knowledge of an accurate dynamical model of the plant to make guarantees on stability as well as safety. In particular, enforcing the CLF and CBF conditions in the QP (5.7) requires the accurate knowledge of the nonlinear
dynamics $f(x), g(x)$ to compute the Lie derivatives in (3.8), (3.23) and (5.5). Therefore, model uncertainty that is usually present in physical systems can potentially cause poor quality of control leading to tracking errors, and potentially instability [57], as well as violation of the safety-critical constraints [84]. In this section, we will explore the effect of uncertainty on the CLF-QP controller, input and state constraints, and safety constraints enforced by the CBF-QP controller.

The effects of uncertainty on CLFs were presented on Section 4.1.1. We now will introduce the adverse effects of uncertainty on CBFs and constraints.

8.1.1 Effect of Uncertainty on Constraints

As developed in Section 5.1 the input and state constraints can be expressed as (3.32). These constraints depend on the model explicitly and are constraints on the real system dynamics. We can thus rewrite the constraints showing explicit model dependence as,

$$A_c(x, f, g)u \leq b_c(x, f, g).$$

(8.1)

If a controller naively enforces these constraints using the nominal model available to the controller, the controller will enforce the constraint

$$A_c(x, \tilde{f}, \tilde{g})u \leq b_c(x, \tilde{f}, \tilde{g}).$$

(8.2)

that is different from the desired constraint we want to enforce on the real model (8.1). For instance, to enforce a contact force constraint, if the controller computes and enforces the contact force constraint using the nominal model, there is absolutely no guarantee that the actual contact force on the real system satisfies the constraint.

Remark 8.1. It must be noted that certain constraints do not depend on the model at all. In such cases, model uncertainty does not affect the constraint. One example of such a constraint is a pure input constraint, such as $u(x) \leq u_{max}$. Expressing this constraint in the form of (8.1) results in $A_c = I, b_c = u_{max}$, which clearly is not dependent on the model.

8.1.2 Effects of Uncertainty on CBFs

Similar to what we have seen about the effect of uncertainty on CLFs and constraints, we will now see the effect of uncertainty on CBFs. We note that the time-derivative of the Barrier function in (5.6) depends
on the real model. Therefore we need to enforce the following constraint given by (5.3):
\[
\dot{B}(x, f, g, u) = \frac{\partial B}{\partial x}(f(x) + g(x)u) \leq \frac{\gamma}{B(x)}
\] (8.3)
where \( \dot{x} = f(x) + g(x)u \) is the real system dynamic. As seen in the case of control Lyapunov functions and constraints, naively enforcing this barrier constraint using the nominal model results in,
\[
\frac{\partial B}{\partial x}(\tilde{f}(x) + \tilde{g}(x)u) \leq \frac{\gamma}{B(x)}
\] (8.4)
where \( \dot{x} = \tilde{f}(x) + \tilde{g}(x)u \) is the nominal system dynamic known by the controller. Clearly due to model uncertainty, or the significant difference between \((f(x), g(x))\) and \((\tilde{f}(x), \tilde{g}(x))\), this constraint is different from the previous one. In fact, as analyzed in [84], this results in violation of the safety-critical constraint established by the Barrier function.

**Remark 8.2.** With the CLF, the continuous-dynamics of (3.13) is a linear time-invariant system (\( F \) and \( G \) are constant matrices), and thus we can evaluate the effect of uncertainty based on the difference with the static nominal model of \( F \) and \( G \) to obtain (4.5). However, in the case of constraints (8.2) and CBFs (8.4), the relation with the control input is not static (nonlinearly dependent on the system state \( x \)), and thus the same approach to analyze and explore the effect of model uncertainty as on CLFs could encounter difficulties. In order to solve this issue, we will introduce an alternative design of Virtual Input-Output Linearization that will help us to develop a novel method of Robust CBF-CLF-QP in the next section.

### 8.2 Proposed Robust Control based Quadratic Programs

We have presented Robust CLF-QP controller to address the problem of robust stability in Section 4.1. We now will introduce the notion of virtual input-output linearization to help to extend the method to the problem of robust safety and robust constraints under model uncertainty.

#### 8.2.1 Virtual Input-Outout Linearization

As mentioned earlier, our development of the robust CLF-QP controller does not enable us to correctly enforce constraints in the presence of model uncertainty. This problem also exists for CBF constraints, preventing us from robustifying input and state constraints, as well as safety constraints in the form of barrier constraints. On the other hand, robustifying the CLF-QP condition was easier. The form of the Input-Output Linearization under the presence of model uncertainty (4.3) was essential for “robustifying” the CLF-QP condition (see Section 4.1). As mentioned in Remark 8.2, because the effect of uncertainty for
the CBF constraints with respect to control input $u$ is nonlinear and state-dependent, the extension to robust CBF and robust constraints is not straightforward.

One idea to address this is to get the CBF time-derivative in (5.4) to the same form as the CLF time-derivative through another input-output linearization for the CBF time-derivative. This will robustify CBFs and enable creating a unified robust CBF-CLF-QP. However this idea is not directly feasible since $L_gB(x)$ in (5.4) is a row vector and obviously not invertible. One approach that could have worked for this is to use MIMO non-square input-output linearization [40]. However, here we solve this problem through optimization by introducing a new notion of Virtual Input-Output Linearization (VIOL), wherein an invertible decoupling matrix is not required.

We first explain our method for CBF constraints (a similar process can be carried out for input and state constraints). We begin with the CBF $B(x)$ and define a virtual control input $\mu_b \in \mathbb{R}$ such that the time derivative of the CBF is

$$\dot{B}(x,u) = L_f B(x) + L_g B(x) u =: \mu_b.$$  
(8.5)

Then, we can write the time-derivative of the CBF in terms of $\mu_b$ as,

$$\dot{B}(x,\mu_b) = \mu_b,$$

such that the CBF condition (5.3) simply becomes

$$\dot{B}(x,\mu_b) - \frac{\gamma}{B(x)} \leq 0.$$  
(8.6)

We can then reformulate the CBF-CLF-QP from (5.7) in terms of (8.5) and (8.6) as,

$$u^*(x) = \arg\min_{u, \mu, \mu_b, d} \mu^T \mu + p d^2$$  
(8.7)

s.t.

$$\dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq d,$$  
(CLF)

$$\dot{B}(x,\mu_b) - \frac{\gamma}{B(x)} \leq 0,$$  
(CBF)

$$L_f B(x) + L_g B(x) u = \mu_b,$$  
(VIOL)

$$u = u_{ff}(x) + (L_g L_f y(x))^{-1} \mu.$$  
(IO)

Here, the equality constraint $L_f B(x) + L_g B(x) u = \mu_b$ of the Virtual Input-Output Linearization (VIOL) is presented in (8.5). Note that the solutions of the two CBF-CLF-QP controllers in (5.7) and (8.7) are identical. However, the VIOL in the CBF-CLF-QP opens up a very effective and systematic way to design
a robust version of the CBF-CLF-QP controller that will be introduced next.

**Remark 8.3.** Note that the virtual input-output linearization of \( \dot{B} \) does not actually give a least squares solution for \( u \) corresponding to \( u = L_g B^\dagger(x)(\mu_b - L_f B(x)) \), with \( L_g B^\dagger(x) \) being the pseudo inverse of \( L_g B(x) \). This is because the optimization solves for both \( u \) and \( \mu_b \) simultaneously, and is subject to several other constraints.

### 8.2.2 Robust CBF-CLF-QP

By using VIOL, the CBF now takes the form of a linear system, \( \dot{B} = \mu_b \), and therefore the effect of uncertainty can be easily extended by using the same approach as with the robust CLF-QP. In particular, with model uncertainty we have,

\[
\dot{B}(x, \Delta^b_1, \Delta^b_2, \mu_b) = L_f B + L_g Bu = \mu_b + \Delta^b_1 + \Delta^b_2 \mu_b, \tag{8.8}
\]

where the last equality follows from substituting for \( u \) from (4.1) with \( \Delta^b_1, \Delta^b_2 \in \mathbb{R} \). We next develop the exact expressions for \( \Delta^b_1, \Delta^b_2 \) as was done for the case of CLFs in (4.4).

To be more specific, because we need to compute the VIOL based on the nominal model, we will have

\[
L_{\bar{f}} B + L_{\bar{g}} B u = \mu_b. \tag{8.9}
\]

From (8.8) and (8.9),

\[
L_g B u = \mu_b + \Delta^b_1 + \Delta^b_2 \mu_b - L_f B
\]

\[
L_{\bar{g}} B u = \mu_b - L_{\bar{f}} B
\]

\[\implies u = L_g B^\dagger(\mu_b + \Delta^b_1 + \Delta^b_2 \mu_b - L_f B) = L_{\bar{g}} B^\dagger(\mu_b - L_{\bar{f}} B),\]

where \( L_g B^\dagger(x), L_{\bar{g}} B^\dagger(x) \) are the pseudo inverse of \( L_g B(x) \) and \( L_{\bar{g}} B(x) \) respectively. We therefore have:

\[
\mu_b(L_g B^\dagger \Delta^b_2 + L_g B^\dagger - L_{\bar{g}} B^\dagger) + (L_g B^\dagger \Delta^b_1 - L_g B^\dagger L_f B + L_{\bar{g}} B^\dagger L_{\bar{f}} B) = 0 \ (\forall \mu_b). \tag{8.10}
\]
Since the equation (8.10) holds for all $\mu_b$, we can then represent $\Delta b_1, \Delta b_2$ as solutions of following equations:

$$\begin{align*}
L_g B^\dagger \Delta b_2 &= L_\tilde{g} B^\dagger - L_g B^\dagger, \\
L_g B^\dagger \Delta b_1 &= L_g B^\dagger L_f B - L_\tilde{g} B^\dagger L_f B.
\end{align*}$$

(8.11)

**Remark 8.4.** In the expressions for $\Delta b_1, \Delta b_2$, note that when there is no model uncertainty, i.e., $\tilde{f} = f$, $\tilde{g} = g$, then $\Delta b_1 = \Delta b_2 = 0$.

The CBF condition (8.6) under model uncertainty becomes

$$\dot{B}(x, \Delta b_1, \Delta b_2, \mu_b) - \frac{\gamma}{B(x)} \leq 0.$$  

(8.12)

Because we developed the CLF and CBF having the similar form of linearized system, we now have a systematic way to develop the Robust CBF-CLF-QP. Again, we will assume that our model uncertainty is bounded, i.e.,

$$||\Delta b_1|| \leq \Delta b_{1,\text{max}}, \quad ||\Delta b_2|| \leq \Delta b_{2,\text{max}}.$$  

(8.13)

Then, we will have the robust CBF condition based on this assumption as,

$$\max_{||\Delta b_1|| \leq \Delta b_{1,\text{max}}, \quad ||\Delta b_2|| \leq \Delta b_{2,\text{max}}} \dot{B}(x, \Delta b_1, \Delta b_2, \mu_b) - \frac{\gamma}{B(x)} \leq 0.$$  

(8.14)

Note that choosing $\mu_b$ that satisfies (8.14) implies $x \in C$ or $B(x) \geq 0$ for every $\Delta b_1, \Delta b_2$ satisfying $||\Delta b_1|| \leq \Delta b_{1,\text{max}}, ||\Delta b_2|| \leq \Delta b_{2,\text{max}}$. Note that, $C$ as defined in (5.1) and $B(x)$ is as defined in (5.6).

We can then express (8.14) as the following QP:
Robust CBF-CLF-QP:

\[ u^*(x) = \arg\min_{u, \mu, \mu_0, \delta} \mu^T \mu + p \delta^2 \]

s.t.

\[
\max_{||\Delta_1|| \leq \Delta_{1,\text{max}}} \dot{V}_e(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_e \leq \delta, \\
\max_{||\Delta_2|| \leq \Delta_{2,\text{max}}} \dot{B}(x, \Delta_{1}^b, \Delta_{2}^b, \mu_b) - \frac{\gamma}{B(x)} \leq 0, \\
L_f B(x) + L_g B(x) u = \mu_b, \\
u = \tilde{u}_{ff}(x) + (L_g L_f y(x))^{-1} \mu. \tag{8.15}
\]

Having robustified CLFs and CBFs, we will now apply this to obtain robust constraints.

**Remark 8.5.** Note that, as illustrated in Appendix A.3.1, the max CBF inequality condition in the above Robust CBF-CLF-QP can be converted to two simple linear inequality constraints, thus ensuring the above min-max problem is actually a quadratic program.

### 8.2.3 Robust CLF-QP with Robust Constraints

To robustify the “constraints”, we can use a similar method as we did for the control barrier functions. We start by rewriting the constraints from (3.32) as \( A_c(x) u - b_c \leq 0 \). We then reformulate the constraints by using Virtual Input-Output Linearization (VIOL) to obtain,

\[
A_c(x) u - b_c(x) =: \mu_c, \tag{8.16}
\]

and then enforce

\[
\mu_c \leq 0. \tag{8.17}
\]

We can then reformulate the CLF-QP with constraints from (3.33) in terms of (8.16) and (8.17) as,
\[ u^*(x) = \arg \min_{u, \mu, \mu_c, \delta} \mu^T \mu + \delta^2 \]
\[ \text{s.t.} \]
\[ \dot{V}_{\varepsilon}(\eta, \mu) + \frac{c_2}{\varepsilon} V_{\varepsilon}(\eta) \leq \delta, \quad \text{(CLF)} \]
\[ \mu_c \leq 0, \quad \text{(Constraints)} \]
\[ A_c(x)u - b_c(x) = \mu_c, \quad \text{(VIOL)} \]
\[ u = \bar{u}_{ff}(x) + (L_\delta L_f y(x))^{-1} \mu. \quad \text{(IO)} \]

The above QP is equivalent to (3.33), however, the reformulation of the constraints enables us to easily consider model uncertainty. With model uncertainty, we now have,

\[ A_c(x)u - b_c(x) = \mu_c + \Delta^c_1 + \Delta^c_2 \mu_c =: \tilde{\mu}_c(\mu_c, \Delta^c_1, \Delta^c_2), \]

with the constraint becoming,

\[ \tilde{\mu}_c(\mu_c, \Delta^c_1, \Delta^c_2) \leq 0. \]

Once again, we make the assumption on bounded uncertainty,

\[ ||\Delta^c_1|| \leq \Delta_{1,\text{max}}, \quad ||\Delta^c_2|| \leq \Delta_{2,\text{max}}; \]

such that the robust constraint condition becomes,

\[ \max_{||\Delta^c_1|| \leq \Delta_{1,\text{max}}, \quad ||\Delta^c_2|| \leq \Delta_{2,\text{max}}} \tilde{\mu}_c(\mu_c, \Delta^c_1, \Delta^c_2) \leq 0. \]

Incorporating this with the robust CLF-QP we have the following robust CLF-QP with robust constraints:
Robust CLF-QP with Robust Constraints:

\[ u^*(x) = \arg\min_{u,\mu,\mu_c,\delta} \quad \mu^T \mu + p\delta^2 \]

s.t.

\[ \max_{\|\Delta_1\| \leq \Delta_{1,\max}, \|\Delta_2\| \leq \Delta_{2,\max}} \hat{V}_{\xi}(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_{\xi} \leq \delta, \]

(Robust CLF)

\[ \max_{\|\Delta_1\| \leq \Delta_{1,\max}, \|\Delta_2\| \leq \Delta_{2,\max}} \bar{\mu}_c(\mu_c, \Delta_1^c, \Delta_2^c) \leq 0, \]

(Robust Constraints)

\[ A_c(x)u - b_c(x) = \mu_c, \]

\[ u = \tilde{u}_{ff}(x) + (L\bar{g}L\tilde{f}y(x))^{-1} \mu. \]

(IO)

**Remark 8.6.** As illustrated in Appendix A.4, the max constraints inequality condition in the above Robust CLF-QP with Robust Constraints can also be converted to two simple linear inequality constraints, thus ensuring the above min-max problem is actually a quadratic program.

**8.2.4 Robust CBF-CLF-QP with Robust Constraints**

We finally unify the the robust CLF for stability under model uncertainty, robust CBF for safety enforcement under model uncertainty, and the robust constraints to obtain the following unified robust controller.
QP-based controller | Equation
--- | ---
CLF-QP | (3.27)
CLF-QP with constraints | (3.33)
CBF-CLF-QP | (5.7)
CBF-CLF-QP with constraints | (5.8)
Robust CLF-QP | (4.12)
Robust CLF-QP with constraints | (4.13)
Robust CBF-CLF-QP | (8.15)
Robust CLF-QP with robust constraints | (8.23)
Robust CBF-CLF-QP with robust constraints | (8.24)

Table 8.1: A list of all the various QP-based controllers presented in this Section.

Robust CBF-CLF-QP with Robust Constraints:

\[
\begin{align*}
\argmin_{u, \mu, \mu_b, \mu_c, \delta} & \quad \mu^T \mu + p \delta^2 \\
\text{s.t.} & \quad \max_{\|\Delta_1\| \leq \Delta_{1,\text{max}}} \dot{V}_c(\eta, \Delta_1, \Delta_2, \mu) + \frac{c_3}{\varepsilon} V_c \leq \delta, \\
& \quad \max_{\|\Delta_2\| \leq \Delta_{2,\text{max}}} \dot{B}(x, \Delta_1^b, \Delta_2^b, \mu_b) - \frac{\gamma}{B(x)} \leq 0, \\
& \quad \max_{\|\Delta_1\| \leq \Delta_{1,\text{max}}} \bar{\mu}_c(\mu_c, \Delta_1^c, \Delta_2^c) \leq 0, \\
& \quad \max_{\|\Delta_2\| \leq \Delta_{2,\text{max}}} \bar{A}_c(x) \mu - b_c(x) = \mu_c, \\
& \quad u = \bar{u}_{ff}(x) + (L \bar{g} L \bar{y}(x))^{-1} \mu.
\end{align*}
\]

Having presented our proposed optimal robust controller that can address stability and strictly enforce constraints under model uncertainty, we now validate our controller in simulations on a single pendulum and bipedal robot systems and experiments on spring cart system.
8.3 Simulation Validation of Robust CBF

8.3.1 Single Pendulum

We first evaluate our proposed controller on a classical engineering example of single pendulum. The control goal is to drive the pendulum angle from the initial condition $q_0 = \pi/4 (\text{rad})$ to the origin $q_f = 0$. Let’s assume that the pendulum is connected to a vertical wall and therefore, the pendulum angle is limited by $q_{\text{min}} = -0.02 (\text{rad})$. We compare three different controllers:

\[
\begin{align*}
\text{I: CLF-QP} \\
\text{II: CBF-CLF-QP} \\
\text{III: Robust CBF-CLF-QP}
\end{align*}
\]

in which, the CLF is to drive $q \rightarrow q_f$ and the CBF is to guarantee the safety constraint $q \geq q_{\text{min}}$.

In order to generate uncertainty for the pendulum model, we will multiply the mass and the length of the pendulum by a certain scale:

\[
\begin{align*}
\text{Case 1: model scale =1 (NO Uncertainty)} \\
\text{Case 2: model scale =1.2} \\
\text{Case 3: model scale =2}
\end{align*}
\]

The simulation result is shown in the Fig. 8.1. As seen in this figure, our proposed controller of robust CBF-CLF-QP is able to guarantee both good tracking while strictly enforcing the safety constraint ($q \geq q_{\text{min}}$) even with 100% of model uncertainty in Case 3.

8.3.2 RABBIT Bipedal Robot

To demonstrate the effectiveness of the proposed robust CBF-CLF-QP controller, we will conduct numerical simulations on the model of RABBIT that was described in Section 4.1.4. We consider model uncertainty in bipedal robotic walking by adding an unknown heavy load to the torso of the RABBIT robot to validate the performance of our proposed robust controllers. We will also require enforcement of contact force constraints (state constraints) and foot-step location constraints (safety constraints) in the presence of the model uncertainty.
Figure 8.1: Single Pendulum: Control of single pendulum with safety constraint \( q \geq q_{\min} \). The CBF-CLF-QP can guarantee safety with a perfect model but fails with only 20% of model uncertainty. The Robust CBF-CLF-QP maintains both very good tracking performance and safety constraints under up to 100% of model uncertainty. Note that the non-robust CBF-CLF-QP controller has sudden jumps in the control signal due to the unknown model dynamics causing the state going fast to the boundary of the safe set. In contrast, the robust CBF-CLF-QP controller takes the uncertainty into account and only lets the state approach the boundary of the safe set slowly.
Case 1: $m_{load} = 0 \ [kg]$

Case 2: $m_{load} = 5 \ [kg]$

Case 3: $m_{load} = 15 \ [kg]$

Figure 8.2: Bipedal robot with carrying unknown load and contact force constraints. Even in the nominal case of NO uncertainty, the CLF-QP controller fails due to lacking of contact force constraints. The CLF-QP with Constraints (Contact Force Constraints) works well with perfect model but fails with only 5 kg of load. The Robust CLF-QP with Robust Constraints maintains both good tracking performance and contact force constraints under up to 15 kg of load (47% of the robot weight). The other two controllers are unstable in this case.
8.3.3 Dynamic Walking of Bipedal Robot while Carrying Unknown Load, subject to Contact Force Constraints

The problem of contact force constraints is very important for robotic walking, as any violation of contact constraints would cause the robot to slip and fall. We design our nominal walking gait so as to satisfy contact constraints. However, we cannot guarantee this constraint once there is a perturbation from the nominal walking gait. Although the feedback controller (for example CLF-QP), will drive any error back to the periodic gait, however there is no way to enforce the contact force constraint. In our simulation, in addition to model uncertainty, we will introduce a small perturbation:

\[
q_3(0) = q^*_3 - 2\pi/180,
\]

\[
q_4(0) = q^*_4 + 1\pi/180,
\]

\[
q_5(0) = 1.2q^*_5
\]

\[
\dot{q}(0) = 1.2\dot{q}^*
\]

where \(q^*\) is on the periodic orbit, resulting in an initial CLF \(V_0 = \eta_0^T P \eta_0 = 5.8\) (see Fig. 8.2). We will compare three different controllers,

\[
\begin{align*}
\text{I: CLF-QP} \\
\text{II: CLF-QP with Constraints (Contact Force Constraints)} \\
\text{III: Robust CLF-QP with Robust Constraints}
\end{align*}
\]

(8.25)

We also enforce input saturation constraints for all three controller in (8.25). However, since this constraint doesn’t depend on the system model, a robust version for the constraint is not necessary.

Three simulation cases with different loads carried on the torso of the robot are conducted:

\[
\begin{align*}
\text{Case 1: } m_{\text{load}} = 0 \text{ [kg]} \\
\text{Case 2: } m_{\text{load}} = 5 \text{ [kg]} \text{ (16\%)} \\
\text{Case 3: } m_{\text{load}} = 15 \text{ [kg]} \text{ (47\%)}
\end{align*}
\]

(8.26)

We consider contact force constraints as follows. Let \(F_{st}^h\) and \(F_{st}^v\) be the horizontal and vertical contact force between the stance foot and the ground, in order to avoid slipping during walking, we will have to
guarantee:

\[ F_{st}^v(x) \geq \delta_N > 0 \quad (8.27) \]

\[ \left| \frac{F_{st}^h(x)}{F_{st}^v(x)} \right| \leq k_f \quad (8.28) \]

where \( \delta_N \) is a positive threshold for the vertical contact force, and \( k_f \) is the friction coefficient. In our simulation, we picked \( \delta_N = 0.1 m_{\text{robot}} \) and \( k_f = 0.8 \), with \( m_{\text{robot}} = 32[kg] \) being the weight of the robot.

As we can see from Fig.8.2, although we just generate a small initial perturbation, the controller I (CLF-QP) without considering contact force constraints still violated the friction constraint with \( |F/N|_{\text{max}} \simeq 2.4 \), while the controller II (CLF-QP with constraints) can handle this case well. However, with a small model uncertainty (adding \( m_{\text{load}} = 5[kg] \) to the torso), the controller B fails with the friction coefficient \( |F/N|_{\text{max}} \simeq 1.1 \). Interestingly, in this case the robust CLF-QP with robust contact force constraints controller not only guarantees a very good friction constraints with \( |F/N|_{\text{max}} \simeq 0.3 \), but also has better tracking performance. With \( m_{\text{load}} = 15[kg] \), while the two controllers I (CLF-QP) and II (CLF-QP with constraints) become unstable and fail in the first walking step, the controller III (Robust CLF-QP with robust constraints) still works well with \( |k|_{\text{max}} \simeq 0.4 \). Especially, we can notice from the figures of \( \|u\| \) that the proposed robust CLF-QP with robust constraints has a much better performance in both cases, its range of control inputs is nearly the same with those of the rest two controllers. In summary, we can conclude that the proposed robust QP offers a novel method that can significantly increase the robustness of both stability and constraints while using the same range of control inputs with prior controllers. These properties will be further strengthened in the next interesting application for bipedal robotic walking with safety-critical constraints.

### 8.3.4 Dynamic Walking of Bipedal Robot while Carrying Unknown Load, subject to Contact Force Constraints and Foot-Step Location Constraints

For validating our proposed controller, we will also test with the problem of footstep location constraints when the robot carries an unknown load on the torso. The control methodology for this problem with perfect model can be found in [58]. We will run 100 simulations. For each simulation, the unknown load was chosen randomly between 5-15 kg, the desired footstep locations for 10 steps were chosen randomly between 0.35-0.55 m (the nominal walking gait has a step length of 0.45 m). Because the CLF-QP cannot handle footstep location constraints, the four following controllers will be compared:
I: CBF-CLF-QP (Foot-Step Placement)
II: CBF-CLF-QP with Constraints (Friction Constraints)
III: Robust CBF-CLF-QP
IV: Robust CBF-CLF-QP with Robust Constraints

(8.29)

Figure 8.3: Dynamic Walking of Bipedal Robot while Carrying Unknown Load, subject to Contact Force Constraints and Foot-Step Location Constraints. 100 random simulations were tested. For each simulation, the unknown load was choose randomly between 5-15 kg, the desired footstep locations for 10 steps were choose randomly between 0.35-0.55 m. The same set of random parameters was tested on the four controllers, where the four controller was specified in (8.29).

Figure 8.4: Dynamic bipedal walking while carrying unknown load, subject to torque saturation constraints (input constraints), contact force constraints (state constraints), and foot-step location constraints (safety constraints). Simulation of the Robust CBF-CLF-QP with Robust Constraints controller for walking over 10 discrete foot holds is shown, subject to model uncertainty of 15 Kg (47 %). An animation of the simulation is available at http://youtu.be/tT0xElXlyDI.
Figure 8.5: Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47%). The CBF constraints, $h_1(x) \geq 0$ and $h_2(x) \geq 0$ defined in [58], guarantee precise foot-step locations. The figure depicts data for 10 steps of walking. As can be clearly seen, the constraints are strictly enforced despite the large model uncertainty.

Figure 8.6: Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47%). (a) Vertical contact force constraint and (b) friction constraint are shown for 10 steps walking. As is evident, both constraints are strictly enforced despite the large model uncertainty.
As you can see from Fig. 8.3, the performance of our proposed robust CBF-CLF-QP dominates that of the CBF-CLF-QP (97% of success in comparison with 2%). This result not only strengthens the effectiveness of the proposed controller, but it also emphasizes the importance of considering robust control for safety constraints because a small model uncertainty can cause violations of such constraints and thereby no longer guaranteeing safety.

Figures 8.8, 8.5, 8.6 illustrate one of the runs where the maximum load of 15 Kg (47% of robot mass) was considered. Stick figure plot, CBF constraints, vertical contact force, and friction constraint plots are shown. Note that, the simulations were artificially limited to 10 steps, to enable fast execution of 100 runs for each controller.

8.4 Experimental Validation of Robust CBF on Spring-Cart System

Experimental validation for the method was implemented on a rectilinear spring-cart system shown in Fig. 8.7. Our control problem is to track desired set-point ($x \rightarrow x_d = 2$ [cm]) by using CLF, and guarantee state-dependent constraint ($x \leq x_{max} = 1$ [cm]) by using CBF, where $x$ is the position of cart 1.

Fig. 8.7 compares the performance of two controllers CBF-CLF-QP (dotted blue line) and Robust CBF-CLF-QP (red line) under six different cases. Experimental setup for each case and corresponding result are shown in Fig. 8.7. Note that the two controllers were designed based on the nominal model indicated in Case 1 (a single cart) and we generated model uncertainty from Case 2-6 by adding masses, shaking table, adding spring and another cart, etc.

From Fig. 8.7, we can observe clearly that while in Case 1 (without model uncertainty), the two controllers have almost the same performance, from Cases 2-6, our proposed robust CBF-CLF-QP outperformed the nominal CBF-CLF-QP. To be more specific, the robust CBF-CLF-QP controller maintains the constraint ($x \leq 1$ [cm]) very well, the nominal CBF-CLF-QP fails in all last 5 cases.

The proposed controller has a few shortcomings. Since we are solving for the control input under the worst-case (bounded) model uncertainty assumption, the control could be aggressive. This is a typical drawback of robust controllers. Moreover, as mentioned in Remark 4.3, we only have local feasibility of the QP. In particular, if we increase the bounds of the uncertainty significantly, i.e., large values of $\Delta^1_{max}, \Delta^2_{max}$, the optimization solves for the control input for the worst case, and could potentially lead to infeasibility of the QP. Thus, there is a trade-off between robustness and feasibility of the controller. If we choose a small bound on the model uncertainty, it could lead to poor tracking stability and potential violation of the safety constraint under mild model uncertainty that exceeds the bounds. In contrast, if we assume the bound of model uncertainty being too large the QP could become infeasible.
Figure 8.7: Experimental results on the spring-mass system. The goal is to drive the cart to the target location of 2 cm, while enforcing the safety constraint that the cart does not cross 1 cm. The controller just uses the nominal model as illustrated in Case 1 for all the 6 different cases. Model uncertainty is introduced for Cases 2 in the form of an added unknown mass. Additionally for Case 3, a perturbation is introduced in the form of shaking the table. For Case 4, in addition to the unknown mass, an unknown dynamics is introduced in the form of another cart that is connected through a spring. Additionally for Cases 5 and 6, perturbations are introduced in the form of manually shaking the table and shaking the second cart respectively. In all cases, the proposed robust controller still enforces the strict safety-critical constraint and maintains the cart position under 1 cm. A video of the experiment is available at [https://youtu.be/g1UewP4R8L4](https://youtu.be/g1UewP4R8L4)
8.4.1 Numerical Validation of Robust Dynamic Bipedal Walking over Time-Varying Stepping Stones

Figure 8.8: Dynamic bipedal walking while carrying unknown load, subject to torque saturation constraints (input constraints), contact force constraints (state constraints), and moving stepping stones (time-varying safety-critical constraints). Dynamical walking over 10 steps is carried out, subject to model uncertainty of carrying an unknown load of 15 Kg (47 %). Simulation video: https://youtu.be/nBShDTn7II1

To demonstrate the effectiveness of the proposed controller, we will conduct numerical simulations on the model of RABBIT, a planar five-link bipedal robot with a torso and two legs with revolute knees that terminate in point feet. RABBIT weighs 32 kg, has four brushless DC actuators with harmonic drives to control the hip and knee angles, and is connected to a rotating boom which constrains the robot to walk in a circle, approximating planar motion in the sagittal plane. The dynamical model of RABBIT is nonlinear and hybrid, comprising of a continuous-time underactuated stance phase and a discrete-time impact map.

We validate the performance of our proposed approach through dynamic bipedal walking on RABBIT, subject to model uncertainty while simultaneously enforcing foot placement on time-varying stepping stones, ground contact force constraints, and input saturation. Model uncertainty appears in the form of an unknown heavy load added to the torso of RABBIT.

In bipedal robotic walking, contact force constraints are very important. Any violation of these constraints will result in the leg slipping and the robot potentially falling. Although a nominal walking gait is usually designed to respect these constraints, however, we cannot guarantee these constraints under transients or under model uncertainty. Our proposed controller addresses this through the robust constraints formulation in (8.24). In particular, we consider, $F(x, u)$ and $N(x, u)$, the friction force and vertical contact
force between the stance foot and the ground. Then, the constraints to avoid slipping during walking are,

\[ N(x, u) \geq \delta_N > 0, \]
\[ \left| \frac{F(x, u)}{N(x, u)} \right| \leq k_f, \]

where \( \delta_N \) is a positive threshold for the vertical contact force, and \( k_f \) is the friction coefficient. We enforce the above ground contact constraints with \( \delta_N = 0.1mg, k_f = 0.8 \).

Furthermore, we consider the problem of dynamic walking with precise foot placements on moving stepping stones, which translate to time-varying safety-critical constraints as detailed in Section 6.1. We then add torque constraints of 150 Nm as per the motor specifications. Achieving dynamic walking with the above constraints is fairly challenging. To make the problem even harder, we consider large model uncertainty corresponding to the addition of an unknown load of 15 Kg (47\% of robot mass) on the torso of the robot. It must be noted that even a small model uncertainty can cause violation of these constraints.

Our proposed robust controller in (8.24) strictly enforces the state constraints corresponding to the ground contact and friction constraints, as seen in Figure 8.9 and the time-varying safety-critical constraints corresponding to stepping onto the moving stepping stones, as seen in Figure 8.10. These figures illustrate only 10 steps of walking since the time-varying profile of only ten stepping stones were selected as below,
Figure 8.10: Dynamic walking of bipedal robot while carrying unknown load of 15 Kg (47%). (a) Vertical contact force constraint and (b) friction constraint are shown for 10 steps of walking. As is evident, both constraints are strictly enforced despite the large model uncertainty.
where $\tau$ is the time realintialized to zero at the beginning of each walking step. Then, for the $i^{th}$ step, $l_{\text{min}}^i(\tau), l_{\text{max}}^i(\tau)$ were picked with an offset of $\pm 2.5 \text{ cm}$ about the desired footstep location $l^d_i$, i.e.,

$$l_{\text{min}}^i(\tau) = l^d_i(\tau) - 0.025, \quad l_{\text{max}}^i(\tau) = l^d_i(\tau) + 0.025,$$

(8.32)

where $i = 1, \cdots, 10$.

The controller can be easily shown to demonstrate longer durations of walking by specifying motion profiles for additional stepping stones.

It must be noted that the controller can fail in the following ways. Firstly, if the desired stone locations are too short or too long at the end of the step, although the controller still enforces the foot placement constraints, however on the subsequent step the robot state is too far away from the periodic orbit, causing a failure on the following step. Since our method relies on making changes to only one nominal walking gait, the variations in step lengths are limited. One potential solution would be to switch from one walking gait to another when the step lengths start increasing / decreasing. A second failure mode is, if the desired stepping stone location are varied too aggressively, beyond the mechanical bandwidth of the system, then the required torques to enforce the safety-constraint are beyond the torque saturation constraint, resulting in solution of the QP being infeasible.

Note that, as presented in [61], the non-robust version of the proposed controller can achieve precise footstep placements for 3D dynamic walking on a 28 degree-of-freedom humanoid, indicating that the proposed controller is scalable to higher dimension systems.
8.5 Summary

We have presented a novel Optimal Robust Control technique that uses control Lyapunov and barrier functions to successfully handle significantly high model uncertainty for both stability, input-based constraints, state-dependent constraints, and safety-critical constraints. We validated our proposed controller on different problems both numerically and experimentally, which show the same property: under model uncertainty, our Robust Control based QP, has much better tracking performance and guarantees desired constraints while other types of QP controllers using Lyapunov and barrier functions not only have large tracking errors but also violate the constraints with even a small model uncertainty. We show numerical validations on a suspended pendulum subject to a position constraint in the presence of model uncertainty, dynamically walking while subject to torque saturation and contact force constraints in the presence of model uncertainty, and dynamically walking with precise foot placements over a terrain of stepping stones while subject to model uncertainty. We also experimentally validate our controller on a spring-cart system subject to significant model uncertainty and perturbations.
Chapter 9

Adaptive Control Barrier Functions

This Section will present a novel approach called adaptive control Barrier functions (CBF) to guarantee safety-critical constraints of nonlinear systems under model uncertainty. Inspired by our work on using $L_1$ adaptive control with CLF-QP based closed-loop reference model presented in Section 4.2 that can be used to guarantee stability under model uncertainty, we now develop the method here to be able to address both stability and constraints under model uncertainty. Our approach works for both actuated and under-actuated systems. Using the reference model being a closed-loop control system controlled by control Barrier function and control Lyapunov function based quadratic program (CBF-CLF-QP), our adaptive control framework drives the performance of the real system including safety and stability close to those of the reference model.

9.1 Adaptive Control Barrier Functions for Fully Actuated Systems

In this Section, we will proposed a new method to enforce both stability and safety-critical constraints under model uncertainty. Our method offers the flexibility to design a closed-loop reference model based on our desired control goal. We therefore can design the reference model so that the desired system state will respect the additional properties (safety-critical constraints in this case) rather than just only stability or convergence to the desired trajectory. Note that for the conventional $L_1$ adaptive control which uses nominal linear reference model [9], it is not trivial to incorporate additional control goals to the system.

The control diagram of the proposed method on $L_1$ adaptive control using $CBF − CLF − QP$ based closed-loop reference model is illustrated in Fig. 9.1. As mentioned in Section 4.2.2, the adaptation law will compare the difference between the real system output $\eta$ and the reference system output $\hat{\eta}$ in order to estimate the model uncertainty $\hat{\theta}$. The adaptation law will play the role as a feedback controller that
Figure 9.1: Control diagram illustrating $L_1$ adaptive control with a CBF-CLF-QP based closed-loop reference model for fully-actuated systems.
applies \( \hat{\theta} \) to drive \( \tilde{\eta} = \hat{\eta} - \eta \rightarrow 0 \). With fully-actuated system, driving control output \( \eta \rightarrow \hat{\eta} \) is equivalent to driving system state \( \hat{x} \rightarrow x_{Hat} \). Furthermore, in our proposed method, we also control the reference model to enforce desired constraints or guarantee the reference system state to stay within the safety set. Therefore, as the adaptation law helps to drive the difference between the real state and the reference state \( \tilde{x} = \hat{x} - x \rightarrow 0 \), the real system state \( x \) will follow the same behavior of the reference system state \( \hat{x} \). As a result, the safety-critical constraints of the real system will be guaranteed under model uncertainty.

9.2 Adaptive Control Barrier Functions for Under-Actuated Systems

Since we are interested in applying our controller to a biped robot, an under-actuated system, we also want to extend the adaptive CBF framework for under-actuated systems. In this Section, we will introduce a modification of the approach presented in Section 9.1. For under-actuated system, the dimension of the control output \( \eta \) is less than that of the system state \( x \). Therefore, while the adaptive control can drive \( \eta \) close to the reference state \( \hat{\eta} \), the under-actuated coordinate of the real system may differ from that of the reference model. In other words, the major challenge of this problem is the presence of internal state \( \xi \) that are not a part of the control output \( \eta \). The adaptive control can help to drive the real control output \( \eta \) to the reference control output \( \hat{\eta} \). However, because the internal state \( \xi \) and \( \hat{\xi} \) are not controlled or in some cases uncontrollable, the dynamics of \( \xi \) and \( \hat{\xi} \) will differ significantly under high model uncertainty, resulting in unexpected differences between the performance of the real system and the reference model. The adaptation law therefore will become aggressive and the system will possibly be unstable. In order to overcome this issue, in Fig. 9.2, we propose a control diagram for a new adaptive CBF approach for under-actuated systems, where the internal state \( \xi \) from the real system will be combined with the reference output \( \hat{\eta} \) to extract a new modified reference state \( \hat{x}_m \). This modified reference state \( \hat{x}_m \) will be used to design the reference controller as well as the dynamics of the reference model instead of using \( \hat{x} \) as we did for the fully actuated adaptive CBF.

9.3 Simulation Result of Adaptive Control Barrier Functions

In this Section, we will present various numerical validation of the proposed method on adaptive control Barrier functions. Following are the systems that we evaluate our proposed controller on.

- Single cart system, a simple linear system
- Two-link pendulum, a non-linear and fully-actuated system
- Acrobot model, a non-linear and under-actuated system
Figure 9.2: Control diagram illustrating $L_1$ adaptive control with a CBF-QP based closed-loop reference model for under-actuated systems.
9.3.1 Single Cart System (a simple linear system)

In this problem, the control goal is to drive the cart position $x_1$ as close as possible to the set point of $x_1^d = 1(cm)$, but also guarantees that $x_1 \leq x_1^{max} = 0.5(cm)$. We will compare the performance of robust CBF and L1 adaptive CBF. The model uncertainty is introduced by scaling the mass of the cart. As seen in Fig. 9.3, the result shows that with the mass scale of 30, the L1 adaptive CBF still guarantees the safety constraint while the robust CBF controller fails to keep the system state in the safety set even with the mass scale of 10.

- Bipedal robot walking on stepping stones while carrying an unknown load, a non-linear under-actuated and hybrid system
- Two-link pendulum with L1 adaptive CBF using linearized model
9.3.2 Two-link Pendulum (a nonlinear and fully-actuated system)

For this problem, we use the model of two-link pendulum with the length and mass of each link are 0.25 m and 0.5 kg respectively. The control goal is to drive the absolute angles of the two links from $[-\pi/2; -\pi/2]$ to $[\pi/2; \pi/2]$ while maintaining the constraint of the vertical end-effector position ($y_E$) to be lower-bounded or $y_E \geq y_{E}^{\text{min}}$ (in this simulation we set $y_{E}^{\text{min}} = -0.3$ m). We then generate model uncertainty by scaling both masses of the two links by a certain factor (the controller is still designed based on the assumption that the mass of each link has the nominal value of 0.5 kg). Fig. 9.4 compares the performance of nominal CBF and L1-CBF for three different cases: (a) no model uncertainty, (b) masses of two links are scaled by 1.5 and (c) masses of two links are scaled by 5. With no model uncertainty, the performances of nominal CBF and L1 adaptive CBF are identical. However, when we apply model uncertainty by scaling the masses of two links by a factor of 5, the nominal CBF violates the constraints as well as becomes unstable. The L1 adaptive CBF controller, in contrast, guarantees both stability and constraints well. The simulation snapshots of these two controllers in this case are shown in Fig. 9.5.

9.3.3 Acrobot model, a non-linear and under-actuated system

Acrobot is a two-link pendulum, but with an under-actuated joint at the base pivot. The Acrobot model used for this simulation has the mass and length of each link of 0.5 kg and 0.25 m respectively. Since this
is an under-actuated system, we simplify the control goal by defining an one-dimensional control output \( y(q) = q_1 - q_2 - q_{12}^d \), where \( q_1, q_2 \) are absolute angles of the two links, \( q_{12}^d \) is the desired relative angle between the two links (we set \( q_{12}^d = 0 \) rad for this simulation). In addition to that, we also enforce state-dependent constraint of the vertical end-effector position \( y_{E} \) to be lower-bounded or \( y_{E} \geq y_{E}^{min} \) (in this simulation we set \( y_{E}^{min} = -0.45 \) m). Fig. 9.6 shows the comparison between the nominal CBF and the \( L_1 \) adaptive CBF. Without model uncertainty, the two controllers have the same performance. However, when we apply model uncertainty by scaling the masses of link 1 and link 2 by factors of 0.5 and 5 respectively, the \( L_1 \) adaptive CBF is still able to strictly enforce the constraint while the nominal CBF violates it significantly. Note that we apply two different scaling factor to the masses of the two links in order to better perturb the under-actuated dynamic, that helps to illustrate more clearly the effectiveness of our proposed controller for under-actuated systems.

### 9.3.4 Bipedal robot walking on stepping stones while carrying an unknown load, a nonlinear under-actuated and hybrid system

In this part, we will apply the proposed method on \( L_1 \) adaptive CBF for the problem on bipedal robotic walking on stepping stones while carrying an unknown load. For this problem, the robot needs to address model uncertainty cased by an unknown load carried on the torso, while enforcing safety-critical constraints to enforce precise footstep placement. A similar numerical study for this application was also conducted earlier in Section 8.3.4 using our proposed method of Robust CBF, which was successfully validated with the unknown load of 15 kg (47 % of the robot weight). With this development of \( L_1 \) adaptive control, the robot can even carry 30 kg of unknown load, which is 94 % of the robot weight while adjusting step length for every walking step within the range of \([35 : 55]\) cm (see Fig. 9.7). Note that the Robust CBF controller fails right at the first walking step with this level of model uncertainty.
Figure 9.7: Simulation of $L_1$ adaptive CBF controller on a bipedal robot walking on stepping stones while carrying an unknown load of 30 kg (94% of the robot weight).
In Fig. 9.7, we include the snapshot of the simulation, CBF constraints, swing foot trajectory, ground reaction force and friction constraint, showing that the control goal and physical constraints are met.

### 9.3.5 Two-link pendulum with L1 adaptive CBF using linearized model

For this problem, we will use a linearized model of the system to design the controller. To be more specific, in this simulation, we do linearization at the down-right position of the pendulum, or at the absolute angle of the two links \( q_1 = q_2 = 0 \) and zero velocities \( \dot{q}_1 = \dot{q}_2 = 0 \). The differences between the real non-linear system and the linearized model used to design the controller will affect the performance. Note that, in Section 9.3.2, we also validate our controller in the two-link pendulum model but we use the full non-linear model to design the controller. Fig. 9.8 shows the comparison of nominal CBF and L1 adaptive CBF using linearized model with different working ranges:

(a) \( [q^0_1, q^0_2] = [-\pi/6, -\pi/6], [q^d_1, q^d_2] = [\pi/6, \pi/6], y^{min}_E = -0.48 \text{ m} \)

(b) \( [q^0_1, q^0_2] = [-\pi/4, -\pi/4], [q^d_1, q^d_2] = [\pi/4, \pi/4], y^{min}_E = -0.41 \text{ m} \)

(c) \( [q^0_1, q^0_2] = [-\pi/2, -\pi/2], [q^d_1, q^d_2] = [\pi/2, \pi/2], y^{min}_E = -0.3 \text{ m} \)

where \([q^0_1, q^0_2]\) and \([q^d_1, q^d_2]\) are the initial condition and the desired set points of the two link angles, \( y^{min}_E \) is the minimum vertical position of the end-effector that we want to enforce. From Fig. 9.8, it can be seen that in Case (a), when the working range is close enough to the equilibrium point \([q_1, q_2, \dot{q}_1, \dot{q}_2] = [0, 0, 0, 0]\), where we linearized the system, the nominal CBF controller is still able to enforce the constraint \( B(x) \geq 0 \) (though it has tracking error to the desired set points). However, when we increase the working range, the
tracking error and the constraint violation also increase and then the system becomes unstable in case (c). In contrast, the $L_1$ adaptive CBF controller guarantee both stability and constraint in all three cases, offering a simple control design based on linearization model but can adapt well with a wide working range of the system states.

### 9.4 Summary

In this Section, we have presented a novel method of $L_1$ adaptive safety-critical control that enables the ability to enforce stability and safety-critical constraints under high level of model uncertainty. The proposed adaptive control framework uses the nonlinear closed-loop reference model that is controlled by CBF-CLF-QP. Our method can be applied for both fully-actuated and under-actuated systems. Numerical validation was successfully implemented in various dynamical systems including single cart system, two-link pendulum, Acrobot and bipedal robotic walking. In comparison with robust CBF presented in Section 8, the $L_1$ adaptive CBF controller has two advantages. Firstly, since it can estimate and adapt to model uncertainty, it maintains consistent performance under different level of model uncertainty. The robust CBF controller instead tends to be aggressive even without model uncertainty. Secondly, in the same problem setup, the $L_1$ adaptive CBF controller can address larger model uncertainty. For example, for the problem of bipedal robot walking on stepping stones while carrying an unknown load, the adaptive controller works with a load up to 30 kg but the maximum load that the robust one can handle is 15 kg.
Chapter 10

Conclusion and Future Work

10.1 Conclusion

In conclusion, this thesis has presented following main contributions:

- Robust and Adaptive Stability: This work introduced robust and adaptive control Lyapunov function (CLF) based controllers to guarantee stability under model uncertainty. Numerical simulation of the method was validated on the problem of dynamic walking while carrying an unknown load. Experimental validation of $L_1$ adaptive control on the ATRIAS robot shows that it can achieve very small tracking errors (about 0.01 deg or 0.0017 rad at all joints) while carrying an unknown load of 68 lb (31 kg).

- Safety-Critical Control via Control Barrier Functions: In this work, we presented a novel method of exponential control barrier function (E-CBF) to address safety-critical constraints in dynamical systems. The method offers a systematic design based on pole-placement control to address safety-critical constraints with high-relative degree. We numerically validate the method on various dynamical models including 2-link pendulum with elastic actuator, a relative-degree 4 nonlinear system; and a bipedal robot walking on stepping stones, a non-linear under-actuated hybrid system. Experimental validation of the method is also successfully implemented on the spring-cart system that has relative degree 6.

- Dynamic Walking on Stepping Stones using Control Barrier Functions: We then introduce a new approach to address dynamic walking of bipedal robots on stepping stones using control barrier functions. This method controls the footstep placement in real-time using a feedback controller. The proposed method can also handle time-varying stepping stones. We successfully validated the method
on the model of DURUS robot, a 3D humanoid robot with 23 DoFs, when the robot needs to adjust the
step length and step width continuously for each walking step. In order to improve the performance
of the method, we also incorporate the method with gait library so that we can increase range of step
length variation from $[25 : 60]$ cm to $[10 : 100]$ cm.

- Dynamic Walking on Discrete Terrain with 2-Step Periodic Gait Library: In order to overcome the
problem of dynamic walking on discrete terrain with variation on both step length and step height,
we introduced a novel method of 2-step periodic gait library. The proposed methods are successfully
validated experimentally on the ATRIAS robot. In particular, experimental demonstrations illustrate
our controller being able to dynamically walk at $0.6 \text{ m/s}$ over terrain with step length variation of
$[23 : 78]$ cm, as well as simultaneous variation in step length and step height of $[35 : 60]$ cm and
$[-22 : 22]$ cm respectively.

- Robust and Adaptive Safety-Critical Control: In this work, we presented solutions to address safety-
critical constrains under high level of model uncertainty. Using the adaptive CBF-CLF controller, the
robot can handle dynamic walking on stepping stones while carrying an unknown load up to 30 kg
which is 94% of the robot weight.

### 10.2 Future Work

Having presented summary of the main contributions of the thesis, we now briefly discuss a few future
research thrusts.

- Vision-based Dynamic Walking on Discrete Terrain: In the experiments presented in Section 7.3, we
predefined the stone locations by measuring them at the start of the experiment and presenting this
information to the controller one step ahead. For every walking step, the next stone location was then
inputted to the controller right after an impact. As part of future work, we plan to use an on-board
camera to determine the stone location rather than measuring them. It will help to show more clearly
that our controller requires only one step ahead preview and can adapt to the change of stone location
in real-time. This is also a step toward bringing the robot outdoor in the future.

For this work, we attempted to conduct some preliminary experiments using an on-board camera.
Fig. 10.1 shows the camera attachment on the robot. The comparison of real camera view and camera
scene after filtering is shown in Fig. 10.2. We successfully demonstrated a short experiment with three
walking steps. Fig. 10.3 illustrates three snapshots of this experiment, where the desired step length
is accurately determined using an on-board stereo camera. Due to delay in camera processing, there
are still lots of cases when the camera processing give a wrong estimation of the distance between the
Figure 10.1: On-board camera attachment on the ATRIAS robot.

Figure 10.2: Comparison of (a) real camera view and (b) camera scene after filtering.

Figure 10.3: Preliminary experiment on stepping stones using on-board camera. These are the snapshots of three consecutive walking steps.
camera to the stepping stones. A better synchronization solution between the robot and the camera could potentially compensate for the delay. Further results with a systematic development of the stereo algorithm will be tested and presented as part of future work. In an attempt to bring better perception for walking robots, we presented related result on synthetic vision for deep visual perception for dynamic walking on stepping stones in [67].

- **3D Dynamic Walking on Discrete Terrain:** The work of dynamic walking on discrete terrain still needs to be extended to address 3D walking with simultaneous variation on step length, height and width, or even slope of the terrain. The dimension of the problem and the number of gaits therefore may need to be increased. However, with a fully-actuated 3D biped, we can possibly incorporate gait library with some other control goals like ZMP, speed control, etc., to reduce the dimension of the gait library. Furthermore, with our method of gait library, the impact force to the ground during walking is sensitive with the height change. In other words, a small error in step height input may cause bad impact to the robot. A potential solution could be optimizing a robust gait library, where the optimization process will also take into account the step height uncertainty so that the gait library can be more robust to the step height estimation.

- **Systematic Design Procedures for Robust Safety-Critical Control:** Our proposed method of robust CBF-CLF-QP controller can maintain stability and safety under a high level of model uncertainty. The optimal robust controller solves the minimal control efforts to guarantee robust CBF and CLF conditions under the assumption of a bounded model uncertainty. The controller therefore has several design parameters representing bounds on the uncertainty. However, in our current approach, these control parameters are hand-tuned. A better method should offer a systematic design procedure for these parameters. Because the effect of model uncertainty in the IO linearized system is nonlinear and time-varying, it is challenging to analytically quantify the bounds of model uncertainty for the robust controller design. However, one possible solution could be using nonlinear optimization to solve the optimal control parameters under a certain assumption or subset of the control problem.

- **Other open research problems in legged locomotion:** In recent years, there are lots of noticeable development in the field of dynamic robotics locomotion. However, many challenging problems are still unsolved. For example, for the problem of walking on rough terrain, lots of methods tend to focus on overcoming the terrain without taking into account energy efficiency. Due to the limitation of the robot’s battery capacity, energy efficiency plays a crucial role to help the robot finishing the task before running out of power. Our approach on two-step periodic gait library offers an energy-efficient walking on discrete terrain. However, further development for different types of rough terrains should be deployed. In addition to that, some other open problems can be listed as follows: 3D dynamic walking with agile turning, 3D running and 3D running on rough terrains.
Bibliography


[74] V. A. Tucker, “The energetic cost of moving about: walking and running are extremely inefficient forms of locomotion. much greater efficiency is achieved by birds, fishâ€”and bicyclists,” American Scientist, vol. 63, no. 4, pp. 413–419, 1975.


Appendix A

Derivation of QP based controllers

In this Appendix, we will describe in details about how to formulate our proposed controller in a standard quadratic program formulation.

A.1 CLF-QP

The CLF-QP controller with constraints (3.33) can be written as the following standard form of quadratic programs:

\[
\text{CLF-QP with Constraints:}
\]

\[
\begin{align*}
    u^*(x) &= \arg\min_{u, \mu, \delta} \mu^T \mu + \rho \delta^2 \\
    \text{s.t.} &\quad A_{\text{CLF}} \begin{bmatrix} \mu \\ \delta \end{bmatrix} \leq b_{\text{CLF}}, \\
    &\quad A_c(x)u \leq b_c(x), \\
    &\quad u = u_{ff}(x) + (L_g L_f y(x))^{-1} \mu,
\end{align*}
\]  

(A.1)

where

\[
A_{\text{CLF}} = \begin{bmatrix} L_g V_\varepsilon & -1 \end{bmatrix}, \quad b_{\text{CLF}} = -L_f V_\varepsilon - \frac{c_3}{\varepsilon} V_\varepsilon.
\]  

(A.2)
A.2 CBF-CLF-QP

The QP form of CBF-CLF-QP controller in (5.8) is given by:

\[ u^*(x) = \arg\min_{u, \mu, \delta} \mu^T \mu + p \delta^2 \]

(s.t.)

\[ A_{CLF} \begin{bmatrix} \mu \\ \delta \end{bmatrix} \leq b_{CLF}, \]

\[ A_{CBF} u \leq b_{CBF} \]

\[ A_c(x) u \leq b_c(x). \]

\[ u = u_{ff}(x) + (L_f L_f y(x))^{-1} \mu, \]

where \( A_{CLF}, b_{CLF} \) are as defined in (A.2), and \( A_{CBF} = L_y B, b_{CBF} = \gamma B - L_f B. \)

\[ A_{CBF} u \leq b_{CBF} \]

A.3 Robust CLF-QP with constraints

Notice that the robust RES condition in (4.11) is affine in the control inputs \( \mu \) and thus can be expressed as

\[ \max_{||\Delta_1|| \leq \Delta_{1,\text{max}}} \Psi_0 + \Psi_1 \mu \leq 0, \]

where

\[ \Psi_0(\eta, \Delta_1) := L_f V_\varepsilon(\eta) + \frac{c_3}{\varepsilon} V_\varepsilon, \]

\[ \Psi_1(\eta, \Delta_2) := L_y V_\varepsilon(\eta), \]

with \( L_f V_\varepsilon(\eta), L_y V_\varepsilon(\eta) \) as defined in (4.8).

The goal of the robust control design is then to find the control \( \mu \) satisfying the RES condition (A.5), evaluated through the given bounds of uncertainty in (4.10). However, our controller can only use the
nominal model $\tilde{f}, \tilde{g}$ and not the true model $\bar{f}, \bar{g}$ (see Table 4.1 for different types of models). We thus define the Lie derivatives of $V$ with respect to the nominal model as

$$\begin{align*}
L_{\tilde{f}}V &= \eta^T (F^T P_\varepsilon + P_\varepsilon F) \eta, \\
L_{\tilde{g}}V &= 2\eta^T P_\varepsilon G.
\end{align*}$$

(A.7)

(A.8)

Then, from (4.8), we have

$$\begin{align*}
\dot{V} &= L_{\bar{f}}V + L_{\bar{g}}V \mu \\
&= L_{\tilde{f}}V + 2\eta^T P_\varepsilon \begin{bmatrix} 0 \\ \Delta_1 \mu_v \end{bmatrix} + L_{\tilde{g}}V \mu + L_{\bar{g}} \Delta_2 \mu_v \\
&= L_{\tilde{f}}V + \Delta_1^0 + (1 + \Delta_2^0) \mu_v,
\end{align*}$$

(A.9)

(A.10)

(A.11)

where we have defined the following new scalar variables: uncertainty $\Delta_1^0 \in \mathbb{R}$, control input $\mu_v \in \mathbb{R}$, and uncertainty $\Delta_2^0 \in \mathbb{R}$. Since $\Delta_1^0$ is the model uncertainty on $L_{\tilde{f}}V$ and $\Delta_2^0$ is the model uncertainty on the mapping of the control input $\mu_v$, we then can simply design robust CLF condition using the assumption on the bounds of $\Delta_1^0$ and $\Delta_2^0$. However, based on the model uncertainty analysis in (4.8), in order to consider the presence of the state $\eta$ in the model uncertainty, we will evaluate $\Delta_1^0$ using the following assumption:

$$||\Delta_1^0|| \leq \left| \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right| \left| \begin{bmatrix} \eta^T P_\varepsilon \left[ \begin{array}{c} 0 \\ \Delta_1 \mu_v \end{array} \right] \end{bmatrix} \right| \Delta_1^{max}.$$ 

(A.12)

This approach is frequently used in adaptive control to improve the performance of the adaptation law (see [56], [10]). Since $\mu_v$ includes $L_{\bar{g}}V = 2\eta^T P_\varepsilon G$, and from (4.8), we therefore consider the following assumption for $\Delta_2^0$:

$$||\Delta_2^0|| \leq \Delta_2^{max}$$

(A.13)

Therefore, the RES condition (A.5) will hold if the following inequalities hold

$$\begin{align*}
\Psi_0^{max} + \Psi_1^0 \mu &\leq 0, \\
\Psi_0^{max} + \Psi_1^1 \mu &\leq 0,
\end{align*}$$

(A.14)
where

\[ \Psi_0^{\text{max}} = L_f V + \frac{c_2}{\varepsilon} V_{\varepsilon} + \|2\eta^T P_{\varepsilon} \begin{bmatrix} 0 \\ 1 \end{bmatrix} \| \Delta_1^{\text{max}}, \]

\[ \Psi^p_1 = L_g V (1 + \Delta_2^{\text{max}}), \]

\[ \Psi^n_1 = L_g V (1 - \Delta_2^{\text{max}}). \]

Thus the robust CLF-QP in (4.12) is then equivalent to the following optimization problem, which can clearly be seen as a QP:

\[ \mu^* = \arg\min_{\mu} \mu^T \mu \]  \[ \text{s.t.} \]

\[ \Psi_0^{\text{max}} (\eta, \Delta_1^{\text{max}}) + \Psi^p_1 (\eta, \Delta_2^{\text{max}}) \mu \leq 0, \]

\[ \Psi_0^{\text{max}} (\eta, \Delta_1^{\text{max}}) + \Psi^n_1 (\eta, \Delta_2^{\text{max}}) \mu \leq 0. \]

Incorporating the above robust CLF constraint we have the following Robust CLF-QP with constraints:

Robust CLF-QP with Constraints:

\[ u^*(x) = \arg\min_{u, \mu, \delta_1, \delta_2} \mu^T \mu + p_1 \delta_1^2 + p_2 \delta_2^2 \]  \[ \text{s.t.} \]

\[ \Psi_0^{\text{max}} (\eta, \Delta_1^{\text{max}}) + \Psi^p_1 (\eta, \Delta_2^{\text{max}}) \mu \leq \delta_1, \]

\[ \Psi_0^{\text{max}} (\eta, \Delta_1^{\text{max}}) + \Psi^n_1 (\eta, \Delta_2^{\text{max}}) \mu \leq \delta_2. \]  \[ \text{(Robust CLF)} \]

\[ A_c(x) u \leq b_c(x), \]

\[ u = u_{ff}(x) + (L_g L_f y(x))^{-1} \mu. \]  \[ \text{(Constraints)} \]

The above can be represented in a similar form to (A.1), thus representing a quadratic program.

A.3.1 Robust CBF-CLF-QP

Note that the robust CBF condition in (8.15) is affine in \( \mu_b \) and can be expressed as

\[ \max_{\|\Delta_i\| \leq \Delta_{i,\text{max}}} \Psi^b_0 + \Psi^b_1 \mu_b \leq 0 \]  \[ \text{(A.18)} \]
where “b” refers to CBF constraint in the QP, and

\[ \Psi_b^0(x, \Delta_1^b) := \Delta_1^b - \frac{\gamma}{B(x)}, \]
\[ \Psi_b^1(x, \Delta_2^b) := 1 + \Delta_2^b, \] (A.19)

where the above arises due to the time-derivative of the CBF from (8.8).

Since \( \Psi_b^0, \Psi_b^1 \) are affine with respect to \( \Delta_1^b, \Delta_2^b \), and with the assumptions on the bounds on the uncertainty in (8.13), the robust CBF condition (A.18) will hold if the following two inequalities hold

\[ \Psi_{0,\max}^b(x) + \Psi_{1,p}^b(x) \mu_b \leq 0, \]
\[ \Psi_{0,\max}^b(x) + \Psi_{1,n}^b(x) \mu_b \leq 0. \] (A.20)

where

\[ \Psi_{0,\max}^b := \Delta_{1,\max}^b - \frac{\gamma}{B(x)}, \] (A.21)
\[ \Psi_{1,p}^b := 1 + \Delta_{2,\max}^b, \] (A.22)
\[ \Psi_{1,n}^b := 1 - \Delta_{2,\max}^b. \] (A.23)

We then can incorporate the above robust CBF conditions into the robust CLF-QP (A.17) resulting in a quadratic program.

### A.4 Robust Constraints

Note that the robust constraints condition in (8.23) is affine in \( \mu_c \) and can be expressed as

\[ \max_{||\Delta_1^c|| \leq \Delta_{1,\max}^c, ||\Delta_2^c|| \leq \Delta_{2,\max}^c} \Psi_0^c + \Psi_1^c \mu_c \leq 0 \] (A.24)

where “c” refers to constraints, and

\[ \Psi_0^c(x, \Delta_1^c) := \Delta_1^c, \]
\[ \Psi_1^c(x, \Delta_2^c) := 1 + \Delta_2^c, \] (A.25)

where the above arises due to the form of the constraints in (8.19). The same procedure as what was done for the robust CBF in the previous section can be carried out for the robust constraints as well to show how
the max problem gets converted to a set of linear inequalities and thus the min-max problem then becomes a quadratic program even for the robust constraints as well.
Appendix B

Sufficient conditions for the stability of CLF with relaxed inequality

In this Appendix, we will present two theorems and their proof about the stability of CLF based controller with relaxed RES-CLF condition for both continuous-time and hybrid systems.

We begin with the standard RES-CLF that guarantees the following inequality,

\[ \dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq 0. \]  
(B.1)

The CLF-QP with the relaxed inequality takes the form,

\[ \dot{V}_\varepsilon(\eta, \mu) + \frac{c_3}{\varepsilon} V_\varepsilon(\eta) \leq d_\varepsilon, \]  
(B.2)

where \( d_\varepsilon(t) \geq 0 \) represents the time-varying relaxation of the RES-CLF condition. We define

\[ w_\varepsilon(t) = \int_0^t d_\varepsilon(\tau) \frac{d\tau}{V_\varepsilon}. \]  
(B.3)

to represent a scaled version of the total relaxation up to time \( t \). In the following subsections, we make use of this quantity to establish exponential stability under certain conditions for both continuous-time and hybrid systems. In Appendix B.1 we will look at continuous-time systems where we will need exponential stability (\( \varepsilon = 1 \) in the above formulations), while in Appendix B.2 we will look at hybrid systems where we need rapid exponential stability (\( \varepsilon < 1 \)).
B.1 Stability of the Relaxed CLF-QP Controller for Continuous-Time Systems

Consider a control affine system

\[
\dot{\eta} = \bar{f}(\eta) + \bar{g}(\eta)\mu, \quad (B.4)
\]
\[
\dot{z} = p(\eta, z),
\]

where \(\eta\) is the controlled (or output) state, and \(z\) is the uncontrolled state. Let \(\Theta_Z\) be an exponentially stable periodic orbit for the zero dynamics \(\dot{z} = p(0, z)\). As stated in \([4, \text{Theorem 1}]\), for all control inputs \(\mu(\eta, z)\) that guarantee enforcing the ES-CLF condition (with \(\varepsilon = 1\)) \((B.1)\), we have that \(\Theta = \iota_0(\Theta_Z)\) is an exponentially stable periodic orbit of \((B.4)\). Then, for the relaxed CLF-QP condition \((B.2)\) \((d_\varepsilon \not\equiv 0)\), the following theorem establishes sufficient conditions under which the exponential stability of the periodic orbit still holds.

**Theorem B.1.** Consider a nonlinear control affine system \((B.4)\). Let \(\Theta_Z\) be an exponentially stable periodic orbit for the zero dynamics \(\dot{z} = p(0, z)\). Then \(\Theta = \iota_0(\Theta_Z)\) is an exponentially stable periodic orbit of \((B.4)\), if

\[
\bar{w}_\varepsilon := \sup_{t \geq 0} w_\varepsilon(t) \quad (B.5)
\]

is a finite number.

**Proof.** Note that if \(d_\varepsilon(t) \equiv 0\), i.e., there is no violation on the RES-CLF condition, we will have conventional exponential stability as stated in \([4]\). Here, we will extend the proof of exponential stability to the case of relaxation of the control Lyapunov function condition when \(\bar{w}_\varepsilon\) is finite.

We begin by noting that since \(d_\varepsilon(t) \geq 0\), we have

\[
w_\varepsilon(t) \leq \bar{w}_\varepsilon, \forall t \geq 0. \quad (B.6)
\]

Next, from \((B.2)\), we have

\[
\frac{dV_\varepsilon}{dt} \leq -\frac{c_3}{\varepsilon} V_\varepsilon + d_\varepsilon(t),
\]
\[
\Rightarrow \frac{dV_\varepsilon}{V_\varepsilon} \leq -\frac{c_3}{\varepsilon} dt + \frac{d_\varepsilon(t)}{V_\varepsilon} dt,
\]
\[
\Rightarrow \ln \left(\frac{V_\varepsilon(t)}{V_\varepsilon(0)}\right) \leq -\frac{c_3}{\varepsilon} t + \int_0^t \frac{d_\varepsilon(\tau)}{V_\varepsilon} d\tau,
\]
\[
\Rightarrow V_\varepsilon(t) \leq e^{-\frac{c_3}{\varepsilon} t + w_\varepsilon(t)} V_\varepsilon(0). \quad (B.7)
\]
This, in combination with the inequality in (3.19), then implies that
\[
\|\eta(t)\| \leq \sqrt{\frac{c_2}{c_1}} \frac{1}{\varepsilon} e^{-\frac{c_3}{2} t + \frac{1}{2} w_\varepsilon(t)} \|\eta(0)\|. \tag{B.8}
\]
Moreover, from the inequality in (B.6), we have
\[
\|\eta(t)\| \leq \sqrt{\frac{c_2}{c_1}} \frac{1}{\varepsilon} e^{-\frac{c_3}{2} t + \frac{1}{2} w_\varepsilon} \|\eta(0)\| = \left( \sqrt{\frac{c_2}{c_1}} \frac{1}{\varepsilon} e^{\frac{1}{2} w_\varepsilon} \right) e^{-\frac{c_3}{2} t} \|\eta(0)\|. \tag{B.9}
\]
Therefore, if \( \bar{w}_\varepsilon \) is finite, the control output \( \eta \) will still be exponentially stable under the relaxed CLF condition (B.2). Therefore, from [4, Theorem 1], \( \Theta = \iota_0(\Theta_Z) \) is an exponentially stable periodic orbit of (B.4).

\textbf{Remark B.1.} It must be noted that the CLF \( \bar{V}_\varepsilon \) no longer provides a guarantee of exponential stability due to the relaxation in (B.2). However due to the inequality established in (B.9), and by the converse Lyapunov function theorems [39], there exists another CLF \( \tilde{V}_\varepsilon \) that satisfies \( \tilde{c}_1 \|\eta\|^2 \leq \tilde{V}_\varepsilon(\eta) \leq \tilde{c}_2 \|\eta\|^2 \), and \( \dot{\tilde{V}}_\varepsilon(\eta, \mu) + \frac{\tilde{c}_3}{\varepsilon} \tilde{V}_\varepsilon(\eta) \leq 0 \), for some positive constants \( \tilde{c}_1, \tilde{c}_2, \tilde{c}_3 \), and guarantees exponential stability.

In the next section, we consider the hybrid system with impulse effects, wherein we will need to take into account the impact time or the switching time that signifies the end of the continuous-time phase and involves a discrete-time jump in the state.

\section{B.2 Stability of the Relaxed CLF-QP Controller for Hybrid Systems}

Here we look at the stability of the relaxed CLF-QP controller for hybrid systems of the form as defined in (3.13) without the restriction on the vector fields as in (3.14). Similar to the stability analysis for continuous-time systems in the previous section, we also use here the notions of \( d_\varepsilon(t) \) (B.2), the relaxation of the CLF condition, and \( w_\varepsilon(t) \) (B.3), the scaled version of the total relaxation up to time \( t \).

We also define \( T_f^\varepsilon(\eta, z) \) to be the time-to-impact or time taken to go from the state \( (\eta, z) \) to the switching surface \( S \), that signifies ending time of the current step for a bipedal walking robot modeled as a hybrid system. Then, intuitively, \( w_\varepsilon(T_f^\varepsilon(\eta, z)) \) indicates a scaled version of the total violation of the RES-CLF bound in (B.1) over one complete step. If \( w_\varepsilon(T_f^\varepsilon(\eta, z)) \leq 0 \), it implies that \( V_\varepsilon(T_f^\varepsilon(\eta, z)) \) is less than or equal to what would have resulted if the RES-CLF bound had not been violated at all. As we will see in the
following theorem, we will in fact only require $w_\varepsilon(T^*_f(\eta, z))$ to be upper bounded by a positive constant for exponential stability.

We first define the hybrid zero dynamics as the hybrid dynamics (3.13) restricted to the surface $Z$ in (3.11), i.e.,

$$\mathcal{H}_Z : \begin{cases} \dot{z} = p(0, z), & z \notin S \cap Z, \\ z^+ = \Delta z(0, z^-), & z^- \in S \cap Z. \end{cases} \quad (B.10)$$

We then have the following theorem:

**Theorem B.2.** Let $\mathcal{O}_Z$ be an exponentially stable hybrid periodic orbit of the hybrid zero dynamics $\mathcal{H}|_Z$ (B.10) transverse to $S \cap Z$ and the continuous dynamics of $\mathcal{H}$ (3.13) controlled by a CLF-QP with relaxed inequality (3.33). Then there exists an $\varepsilon > 0$ and an $\bar{w}_\varepsilon \geq 0$ such that for each $0 < \varepsilon < \varepsilon$, if the solution $\mu_\varepsilon(\eta, z)$ of the CLF-QP (3.33) satisfies $w_\varepsilon(T^*_f(\eta, z)) \leq \bar{w}_\varepsilon$, then $\mathcal{O} = \iota_0(\mathcal{O}_Z)$ is an exponentially stable hybrid periodic orbit of $\mathcal{H}$.

**B.3 Proof of Theorem B.2**

A large part of this proof directly follows from results and proofs in [4], that is used to prove the stability of the hybrid system under the RES-CLF condition. In our case of relaxed CLF, we will state the additional condition under which the proof is still valid.

Let $\varepsilon > 0$ be fixed and select a Lipschitz continuous feedback $u_\varepsilon$ of the relaxed CLF-QP controller (3.33). From [4, (56)], we have $T^*_f(\eta, z)$ is continuous (since it is Lipschitz) and therefore there exists $\delta > 0$ and $\Delta T > 0$ such that for all $(\eta, z) \in B_\delta(0, 0) \cap S$,

$$T^* - \Delta T \leq T^*_f(\eta, z) \leq T^* + \Delta T, \quad (B.11)$$

where $T^*$ is the period of the orbit $\mathcal{O}_Z$.

In order to make use of the proof of the exponential stability for the standard RES-CLF controller in [4], we will present the condition for bounding the system states $\eta(t)$ at the time-to-impact $T^*_f(\eta, z)$ in the following lemma.

**Lemma B.1.** Let $\mathcal{O}_Z$ be an exponentially stable periodic orbit of the hybrid zero dynamics $\mathcal{H}|_Z$ (B.10) transverse to $S \cap Z$ and the continuous dynamics of $\mathcal{H}$ (3.13) controlled by a CLF-QP with relaxed inequality (3.33). Then for each $\Delta T > 0$ and $\varepsilon > 0$, there exists an $\bar{w}_\varepsilon \geq 0$ such that, if the solution $u_\varepsilon(\eta, z)$
of the CLF-QP with relaxed inequality (3.33) satisfies \( w_\varepsilon(T_f^\varepsilon(\eta, z)) \leq \bar{w}_\varepsilon \), then

\[
\|\eta(t)\|_{t = T_f^\varepsilon(\eta, z)} \leq \sqrt{\frac{c_2}{c_1}} \frac{2e^{-1}}{(T^* - \Delta T)c_3} \|\eta(0)\|. \tag{B.12}
\]

**Proof.** From (B.8) and because \( w_\varepsilon(T_f^\varepsilon(\eta, z)) \leq \bar{w}_\varepsilon \), it implies that

\[
\|\eta(t)\|_{t = T_f^\varepsilon(\eta, z)} \leq \sqrt{\frac{c_2}{c_1}} \frac{1}{\varepsilon} e^{-\frac{c_3}{2T_f^\varepsilon(\eta, z)}} + \frac{1}{2} \bar{w}_\varepsilon \|\eta(0)\|
\]

Then, from (B.11), we have,

\[
\|\eta(t)\|_{t = T_f^\varepsilon(\eta, z)} \leq \sqrt{\frac{c_2}{c_1}} \frac{1}{\varepsilon} e^{-\frac{c_3}{2T_f^\varepsilon(\eta, z)}} + \frac{1}{2} \bar{w}_\varepsilon \|\eta(0)\|. \tag{B.13}
\]

Furthermore, because \( e^{-\alpha} \leq e^{-1/\alpha}, \forall \alpha \geq 0 \), we have:

\[
\frac{1}{\varepsilon} e^{-\frac{c_3}{2T_f^\varepsilon(\eta, z)}} \leq \frac{2e^{-1}}{(T^* - \Delta T)c_3}. \tag{B.15}
\]

Then it implies that there exists a \( \bar{c}_3 \leq c_3 \) such that:

\[
\frac{1}{\varepsilon} e^{-\frac{c_3}{2T_f^\varepsilon(\eta, z)}} \leq \frac{1}{\varepsilon} e^{-\frac{c_3}{2T_f^\varepsilon(\eta, z)}} \leq \frac{2e^{-1}}{(T^* - \Delta T)c_3}. \tag{B.16}
\]

The above inequality follows by the fact that \( \frac{1}{\varepsilon} e^{-\frac{c_3}{2T^* - \Delta T}} \) is a monotonically decreasing function of \( c_3 \), and that for any real numbers \( a \leq b \), there always exists a number \( c \in [a : b] \) such that \( a \leq c \leq b \). To be more specific, let \( \bar{c}_3 \) be the solution of:

\[
\frac{1}{\varepsilon} e^{-\frac{c_3}{2T^* - \Delta T}} = \frac{2e^{-1}}{(T^* - \Delta T)c_3}, \tag{B.17}
\]

then any \( \bar{c}_3 \in [\bar{c}_3 : c_3] \) will satisfy (B.16).
We can then define
\[ \bar{w}_\varepsilon := \frac{c_3 - \bar{c}_3}{\varepsilon} (T^* - \Delta T) \geq 0, \quad \text{(B.18)} \]
\[ \Rightarrow - \frac{c_3}{2\varepsilon} (T^* - \Delta T) + \frac{1}{2} \bar{w}_\varepsilon = - \frac{\bar{c}_3}{2\varepsilon} (T^* - \Delta T). \quad \text{(B.19)} \]

Next, plugging (B.19) into (B.14), we have,
\[ \| \eta(t) \|_{t = T^*_\varepsilon(I(\eta,z))} \leq \sqrt{\frac{c_2}{c_1}} e^{-\frac{\bar{c}_3}{2\varepsilon} (T^* - \Delta T)} \| \eta(0) \|, \quad \text{(B.20)} \]
\[ V_\varepsilon(\eta(t))_{t = T^*_\varepsilon(I(\eta,z))} \leq e^{-\frac{\bar{c}_3}{2\varepsilon} (T^* - \Delta T)} V_\varepsilon(\eta(0)). \quad \text{(B.21)} \]

We now complete the proof of Lemma B.1 by substituting (B.16) into (B.20) to obtain (B.12). The solution of \( \bar{w}_\varepsilon \) can be found in (B.18).

Using Lemma B.1, we then can follow the same protocol of the proof in [4, Theorem 2] until equation [4, (64)].

We then define \( \beta_1(\varepsilon) = \frac{c_2}{\varepsilon} L_{\Delta X}^2 e^{-\frac{\bar{c}_3}{2\varepsilon} (T^* - \Delta T)} \) and \( \bar{\beta}_1(\varepsilon) = \frac{c_2}{\varepsilon} L_{\Delta X}^2 e^{-\frac{\bar{c}_3}{2\varepsilon} (T^* - \Delta T)} \), where \( L_{\Delta X} \), defined after [4, (59)], is the Lipschitz constant for \( \Delta X \). Because \( \beta_1(0^+) := \lim_{\varepsilon \downarrow 0} \beta_1(\varepsilon) = 0 \), then there exists an \( \varepsilon \) such that
\[ \beta_1(\varepsilon) < c_1 \quad \forall \quad 0 < \varepsilon < \varepsilon. \quad \text{(B.22)} \]
and for each \( \varepsilon \), if we define \( \bar{c}_3^b \) be the solution of
\[ \frac{c_2}{\varepsilon^2} L_{\Delta X}^2 e^{-\frac{\bar{c}_3^b}{2\varepsilon} (T^* - \Delta T)} = c_1, \quad \text{(B.23)} \]
then for \( \bar{c}_3 \in (\bar{c}_3^b : c_3] \), we have,
\[ \beta_1(\varepsilon) \leq \bar{\beta}_1(\varepsilon) < c_1. \quad \text{(B.24)} \]

However, as presented in proof of Lemma B.1, \( \bar{c}_3 \) also needs to satisfy (B.16). Therefore, in order to guarantee the satisfaction of both (B.16) and (B.24), \( \bar{c}_3 \) needs to be chosen in the following set
\[ \bar{c}_3 \in \{ \bar{c}_3^a : c_3 \} \cap \{ \bar{c}_3^b : c_3 \}, \quad \text{(B.25)} \]
where \( \bar{c}_3^a \) and \( \bar{c}_3^b \) are defined in (B.17) and (B.23) respectively.
The rest of the proof follows from the proof of [4, Theorem 2] using $\tilde{\beta}_1$ instead of $\beta_1$. We finish our proof with the value of $\tilde{w}_e$ determined via (B.18), in which the feasible set of $\tilde{c}_3$ is defined in (B.25).