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Abstract
Learning-based approaches are emerging as an effective approach for safety filters for black-box dynamical systems. Existing methods have relied on certificate functions like Control Barrier Functions (CBFs) and Hamilton-Jacobi (HJ) reachability value functions. The primary motivation for our work is the recognition that ultimately, enforcing the safety constraint as a control input constraint at each state is what matters. By focusing on this constraint, we can eliminate dependence on any specific certificate function-based design. To achieve this, we define a discriminating hyperplane that shapes the half-space constraint on control input at each state, serving as a sufficient condition for safety. This concept not only generalizes over traditional safety methods but also simplifies safety filter design by eliminating dependence on specific certificate functions. We present two strategies to learn the discriminating hyperplane: (a) a supervised learning approach, using pre-verified control invariant sets for labeling, and (b) a reinforcement learning (RL) approach, which does not require such labels. The main advantage of our method, unlike conventional safe RL approaches, is the separation of performance and safety. This offers a reusable safety filter for learning new tasks, avoiding the need to retrain from scratch. As such, we believe that the new notion of the discriminating hyperplane offers a more generalizable direction towards designing safety filters, encompassing and extending existing certificate-function-based or safe RL methodologies.
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1. Introduction
While learning-based control has demonstrated capabilities in solving complex tasks for uncertain dynamical systems, safety assurance remains an unresolved challenge. Safe Reinforcement Learning (RL) has made strides towards co-learning performance and safety (Garcia and Fernández, 2015), but the absence of provable guarantees in these data-driven methods remains a significant challenge. Conversely, although model-based control theory has well-established mechanisms to enforce safety constraints, its application to uncertain systems is limited when the models deviate from the actual system dynamics.

In an effort to bridge this gap and provide safety guarantees for black-box dynamical systems with unknown closed-form expressions, researchers are actively combining model-based control techniques with data-driven methods (Brunke et al., 2022a; Wabersich et al., 2023). Traditional
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model-based methods for safety problems fundamentally involve two key components: a safe set where the trajectory can remain indefinitely, and a control input constraint that guarantees this invariance within the set. These methods typically rely on certificate functions such as Lyapunov functions, Control Barrier Functions (Ames et al., 2016), or HJ reachability value functions (Fisac et al., 2019a). Consequently, existing learning-based methods for designing safety filters for black-box systems have primarily focused on learning the certificate functions (Dawson et al., 2023).

We endorse the philosophy that control theory-based analysis can play a crucial role in devising a data-driven scheme for safety control. However, the main motivation for our work comes from the realization that the enforcement of an appropriate control input constraint at each state is the ultimate step for guaranteeing safety. By focusing on the constraint, we eliminate the need to rely on a specific certificate function-based safe set representation and the input constraint form.

Towards this end, we define a **discriminating hyperplane** that shapes the half-space constraint on control input at each state and serves as a sufficient condition to ensure control invariance of a safe set. The discriminating hyperplane-based safety constraint generalizes the well-known Nagumo-like condition (Blanchini, 1999), CBF constraint (Ames et al., 2016), and HJ reachability optimal control law (Fisac et al., 2019a), for control-affine systems.

Next, we present two approaches for learning the discriminating hyperplane for black-box systems. The first method utilizes supervised learning, where the learning is guided by labels derived from a pre-verified control invariant set. Although this assumes access to prior knowledge of the invariant set, it can be well supplemented by leveraging existing research focused on constructing or learning control invariant sets (Bertsekas, 1972; Blanchini, 1999; Fisac et al., 2019a; Wabersich and Zeilinger, 2018; Bansal and Tomlin, 2021; Cao et al., 2022). In our simulations across various systems, we find that the safety filter, based on the learned discriminating hyperplane, closely approximates a filter that could be designed using ground-truth system dynamics.

The second method, utilizing reinforcement learning (RL), circumvents the need for access to control invariant sets by learning the discriminating hyperplane directly from trajectory data. We can employ existing RL algorithms, such as Proximal Policy Optimization (PPO) (Schulman et al., 2017), for this purpose. A key strength of this approach is the ability to separate a learning-based policy into two components—task achievement and safety filtering. This separation allows the learned safety filter to be reused or adapted to various performance tasks. The concept of separating performance and safety is well-supported by existing safe RL literature (Thananjeyan et al., 2021; Wagener et al., 2021; Kim et al., 2023b). The main distinction of our work is that there is no on-off switching mechanism between performance and safety policies. Instead, we integrate these two aspects into a unified safety filter design based on the discriminating hyperplane concept.

### 2. Related Work

**Certificate functions:** Many model-based control approaches for safety problems use the concept of certificate functions (Prajna, 2006; Dawson et al., 2023). These are also referred to as safety index in Liu and Tomizuka (2014) or energy function in Wei and Liu (2019). Put simply, a certificate function is a state-dependent scalar function, whose level sets characterize the safe domain and whose gradient can impose a constraint on the control input to ensure safety. To address difficulties in designing certificate functions using classical methods, learning-based methods are being actively explored (Fisac et al., 2019b; Srinivasan et al., 2020; Huh and Yang, 2020; Lindemann et al., 2021; Thananjeyan et al., 2021; Liu et al., 2023; So et al., 2023; Castañeda et al., 2023).
Learning constraints for uncertain systems: A crucial step in designing the safety filter is to come up with a valid constraint to be imposed on the control input. Usually, this constraint is a sufficient condition for the closed-loop trajectory to stay invariant inside the safe domain. These constraints can be derived from certificate functions. For uncertain systems, these are typically designed based on a nominal model, and are combined with data-driven methods to accommodate the modeling error (Choi et al., 2020; Castañeda et al., 2021; Taylor et al., 2020, 2021; Brunke et al., 2022a; Wabersich et al., 2023). Our methodology aligns closely with these techniques. However, crucially, our approach is independent of both certificate functions and nominal models.

Safe Reinforcement Learning (RL): Numerous safe RL algorithms proposed in Garcia and Fernández (2015); Achiam et al. (2017); Ray et al. (2019); Srinivasan et al. (2020); Thananjeyan et al. (2021); Wagener et al. (2021) address safety using a purely data-driven approach. A majority of these methods construe safety violations as an accumulation of safety-relevant cost, referred to as the constrained Markov Decision Process problem (Altman, 1998). While such a formulation finds applicability in certain safety contexts, it falls short in capturing instantaneous constraint violations like collision. While some safe RL algorithms incorporate control theory concepts—for example, Lyapunov theory in Chow et al. (2018) and reachability theory in Fisac et al. (2019b); Huh and Yang (2020); Hsu et al. (2023)—these ideas are applied in the algorithmic design rather than in the structural design of the learned safe policy. In contrast, our approach imposes a structural knowledge derived from the discriminating hyperplane to the learned safety filter. Approaches in Cheng et al. (2019); Emam et al. (2022) explicitly use certificate functions to achieve this.

3. Discriminating Hyperplane

3.1. Safety filters for black-box dynamical systems

We are interested in guaranteeing safety for a black-box dynamical system, which is characterized by a state trajectory, \( x(t) \), a solution to an ordinary differential equation (ODE) with an initial condition \( x(0) = x \). Specifically, we make the following assumptions about the system dynamics.

Assumption 1 (System dynamics) The dynamics is affine in control, represented by an ODE

\[
\dot{x}(t) = f(x(t)) + g(x(t))u(t) \quad \text{for} \quad t > 0, \quad x(0) = x, \tag{1}
\]

where \( x \in \mathbb{R}^n \) is an initial state, \( x : [0, \infty) \to \mathbb{R}^n \) is the solution to the ODE, and \( u : [0, \infty) \to U \subset \mathbb{R}^m \) is a control signal. \( f : \mathbb{R}^n \to \mathbb{R}^n \), \( g : \mathbb{R}^n \to \mathbb{R}^{n \times m} \) are bounded Lipschitz continuous vector fields. The control input set \( U \) is compact.

These assumptions reflect the realistic conditions of real-world physical systems and set the minimum requirements for the structure of the systems under consideration. The control-affine nature of the dynamics applies to a variety of physical systems derived from Euler-Lagrangian mechanics, or the dynamics can often be transformed into a control-affine form through a change of variables. The last condition is typical of physical systems with bounded actuation limits.

In our framework, we do not assume access to the closed-form expressions of \( f \) and \( g \). Instead, we assume the ability to sample state trajectories over discrete steps in time, through simulation or experiments. With this setup, we can efficiently use the collected state transition data to train the safety filter without requiring explicit knowledge of the underlying system dynamics.

The safety problems we focus on is to ensure that the system states satisfy specific constraints over an indefinite time horizon. Thus, safety for the system (1) is encoded by a target constraint set \( X \subset \mathbb{R}^n \) that must be respected during the evolution of the system:
Learning Discriminating Hyperplanes

\[ x(t) \in X \text{ for all } t \geq 0. \] (2)

The safety filter we aim to design operates as an intermediary between the reference controller \( \pi_{\text{ref}} : \mathbb{R}^n \rightarrow U \) and the system, ensuring that the downstream control adheres to the safety constraint described in (2). Reference controllers are typically safety-agnostic and can take various forms, from a neural network policy optimized for performance objectives, hand-designed controllers from domain experts, to a human operator’s commands. The safety filter \( \pi_{\text{safe}} : \mathbb{R}^n \rightarrow U \) modifies the input signal from the reference controller when necessary, yielding a control input signal \( u(t) = \pi_{\text{safe}}(x(t); \pi_{\text{ref}}) \). We mainly focus on the safety constraint within the filter, which regulates the control input to guarantee safety:

**Definition 1 (Safety constraint & safe domain for safety filter)** We say that \( c(x, u) \geq 0 \) is a (valid) safety constraint if there exists a Lipschitz feedback policy \( \pi : \mathbb{R}^n \rightarrow U \) and a safe domain \( S \subseteq X \) such that the constraint \( c(x, \pi(x)) \geq 0 \) is feasible for all \( x \in S \), and the trajectory resulting from the control signal \( u(t) = \pi(x(t)) \) satisfies (2) for all \( x \in S \) where \( x(0) = x \).

Note that the Lipschitz continuity is required to guarantee the solution existence and uniqueness of \( x(\cdot) \). In words, the safety constraint is a sufficient condition that, when \( u \) satisfies the constraint, safety is guaranteed for all states in the safe domain \( S \), a subset of the target constraint set \( X \). Consequently, the effective design of a safety filter hinges on the choice of a valid safe domain \( S \) and a safety constraint \( c(x, u) \geq 0 \).

We first review how a safe domain is generally designed in the literature. Many existing design approaches (Wabersich et al., 2023) seek to find a set \( S \) that is control invariant, defined next.

**Definition 2 (Control Invariance (Blanchini, 1999))** A set \( S \subset \mathbb{R}^n \) in the state space is control invariant (under the dynamics (1)) if for all \( x \in S \), there exists a control signal \( u \in U \) such that \( x(t) \in S \) for all \( t \geq 0 \). (3)

The definition implies that a control invariant set \( S \) that is a subset of \( X \) can serve as a safe domain. The representation of the control invariant set can vary significantly depending on the chosen design methodology. It ranges from geometric structures like polytopes (Blanchini, 1999) to level sets of scalar functions such as certificate functions (Dawson et al., 2023), and extends to the concept of feasibility in receding-horizon optimal control problems (Wabersich and Zeilinger, 2021). This versatility underscores control invariance as a foundational concept in designing safe domains.

### 3.2. Discriminating hyperplane for safety constraint

Once a control invariant safe domain \( S \) is specified, a similar blueprint for characterizing a valid safety constraint exists. It is based on the geometric relationship that the control invariant set and the vector field of the dynamics satisfy at its boundary, \( \partial S \), which is known as the “Nagumo-like” condition in the literature (Nagumo, 1942; Blanchini, 1999; Aubin et al., 2011; Ames et al., 2016):

**Lemma 1** (Tangential characterization of control invariant sets Aubin et al. (2011, Theorem 11.3.4)) Let the dynamics (1) satisfy Assumption 1. Then, a closed set \( S \subset \mathbb{R}^n \) is control invariant if and only if for all \( x \in \partial S \),

\[ \exists u \in U \text{ such that } \frac{\partial h}{\partial x}(x) \cdot (f(x) + g(x)u) \geq 0, \] (4)
where \( h: \mathbb{R}^n \to \mathbb{R} \) is continuously differentiable function such that \( S = \{ x | h(x) \geq 0 \} \) and \( \frac{\partial h}{\partial x}(x) \) is bounded away from 0 for all \( x \in \partial S \), implying that the slope of \( h \) does not vanish at the boundary\(^1\).

The condition (4) is in fact a geometric condition implying that for the set to be control invariant, there must exist a control input that renders the vector field pointing inward to the set. Thus, the condition remains invariant under different choices of the distance-like function \( h \), and (4) is merely a mathematical description of this geometric property. Extending this property, in the new notion of the discriminating hyperplane we introduce next, the resulting safety constraint also does not rely on any choice of \( h \). In contrast, the notion of CBF in (Ames et al., 2016), which is also inspired by Lemma 1, results in a certifying constraint that is dependent on \( h \).

From (4), a constraint which is affine in \( u \), imposed whenever the state \( x \) is at the boundary of \( S \), is sufficient to regulate the trajectory to not exit the set \( S \). This serves as a starting point for constructing a control-affine constraint extended to all \( x \in S \) including the interior of the set as well. By noticing that the control-affine inequality defines a halfspace in the control input space, we define the discriminating hyperplane as below:

**Definition 3** A discriminating hyperplane for systems satisfying Assumption 1 and a control invariant set \( S \in \mathbb{R}^n \), is a hyperplane defined in the control input space represented by \( a(x)^\top u = b(x) \), for each state \( x \in S \). The resulting half-space constraint \( a(x)^\top u \geq b(x) \) is then a safety constraint as defined in Definition 1.

In words, the discriminating hyperplane discriminates the control input between certified input that guarantees safety, and uncertified input that can potentially lead to safety violations. The hyperplane is defined in the control input space and is parameterized by each state. If such a discriminating hyperplane can be determined, we can use it effectively to construct the following safety filter:

**Discriminating hyperplane-based min-norm safety filter:**

\[
\pi_{\text{safe}}(x) = \arg \min_{u \in U} \| u - \pi_{\text{ref}}(x) \|^2
\]

\[
\text{s.t. } a(x)^\top u \geq b(x) \tag{5}
\]

Note that this filter selects a control input that is certified to be safe by the discriminating hyperplane and is closest to the reference control input \( \pi_{\text{ref}}(x) \). The filter becomes a quadratic program when \( U \) is a polytope. When \( U \) is a general convex set, the program is still a convex program.

Next, we present a sufficient condition for \( \{ x \in \mathbb{R}^n | a(x)^\top u = b(x) \} \) to be a discriminating hyperplane. In words, the theorem says that any discriminating hyperplane leading to the satisfaction of the Nagumo-like condition (4) is valid.

**Theorem 1** For the control input set \( U \) that is polytopic, if \( a: \mathbb{R}^n \to \mathbb{R}^m \) and \( b: \mathbb{R}^n \to \mathbb{R} \) are Lipschitz continuous in \( x \), and if for all \( x \in \partial S \), \( \{ u \in U | a(x)^\top u \geq b(x) \} \) has a nonempty interior and is a subset of \( \{ u \in U | \frac{\partial h}{\partial x}(x) \cdot (f(x) + g(x)u) \geq 0 \} \), then \( a \) and \( b \) define a discriminating hyperplane, \( \{ x \in \mathbb{R}^n | a(x)^\top u = b(x) \} \). (Proof: Appendix 7.1)

An important lemma for the theorem’s proof establishes that \( \pi_{\text{safe}} \) in (5) is the feedback policy that shows the validity of \( a(x)^\top u \geq b(x) \) as a safety constraint satisfying Definition 1:

---

1. Such \( h \) exists for \( S \) whose interior is not empty and boundary is continuously differentiable (Lieberman (1985)).
Lemma 2  If $\pi_{\text{ref}} : \mathbb{R}^n \rightarrow U$ is Lipschitz continuous in $x$ and if $a, b$ satisfy the conditions in Theorem 1, then $\pi_{\text{safe}}$ in (5) is also Lipschitz continuous in $x$.

Remark 1  CBFs in (Ames et al., 2016) and HJ reachability value functions in (Fisac et al., 2019a) offer special cases of the discriminating hyperplane. For a CBF $h$, the hyperplane is given by $a(x) = \frac{\partial h}{\partial x}(x) \cdot g(x)$ and $b(x) = -\frac{\partial h}{\partial x}(x) \cdot f(x) - \alpha(h(x))$, where $\alpha$ is the comparison function associated with the CBF. For a reachability value function $V$, the hyperplane is given by $a(x) = \frac{\partial V}{\partial x}(x) \cdot g(x)$ and $b(x) = -\frac{\partial V}{\partial x}(x) \cdot f(x)$. As such, the discriminating hyperplane can be considered as a generalized structure of safety constraints for control-affine systems that unifies and extends the results of the existing methods.

4. Learning Discriminating Hyperplane

Having defined the discriminating hyperplane and its role in shaping the safety constraint, this section presents supervised and reinforcement learning approaches to learn the discriminating hyperplane from black-box system trajectory data.

4.1. Supervised learning approach

In order to formulate a supervised learning problem, we first present a simple way to construct a discriminating hyperplane for a given control invariant set $S$, without having to rely on any specific distance-like function $h$ of the set $S$, as in (4) or for the case of CBF. This is consistent with the core principle of our approach, which is to avoid reliance on any specific form of certificate functions or safe domain representation. Thus, we only rely on a minimal knowledge of the invariant set: an indicator of whether a given state is within $S$: $I_S(x) = 1$ if $x \in S$, and 0 otherwise.

The method we propose is to construct the discriminating hyperplane by checking whether the state trajectory exits the set $S$ for a lookahead time $\Delta t$, under sample-and-hold of control input $u$. This approach is endorsed by the following theorem:

Theorem 2  For $\Delta t > 0$, there exists $a : \mathbb{R}^n \rightarrow \mathbb{R}^m$ and $b : \mathbb{R}^n \rightarrow \mathbb{R}$ that are Lipschitz continuous in $x$, such that $\Pi(x) = \{u \in U \mid a(x)^\top u \geq b(x)\} \subseteq \{u \in U \mid I_S(x(\Delta t)) = 1\}$ where $x(\cdot)$ is from (1) with $x(0) = x, u(\cdot) \equiv u$. Moreover, for small enough $\Delta t$, $\Pi(x)$ is not empty if $\{u \in U \mid I_S(x(\Delta t)) = 1\}$ has a non-empty interior. (Proof: Appendix 7.2)

By using the lookahead approach, $\Pi(x)$ satisfying Theorem 2 anticipates into the future, which is also the main mechanism of CBFs (Choi et al., 2023) or predictive filter (Wabersich and Zeilinger, 2021). If the lookahead time is small, then the constraint would be active only on states that are close to the boundary. In contrast, larger $\Delta t$ will encode additional safety margin from the boundary of $S$, however, it might make $\Pi(x)$ an empty set. In Section 5, we demonstrate how this design results in a “smooth braking” behavior as $x(\cdot)$ approaches the boundary of the safe domain, similarly to the CBF-based design, and how different choice of the lookahead time affects this behavior.

Next, we use this idea to learn the discriminating hyperplane with a neural network. We train $[a_\theta(x), b_\theta(x)] \in \mathbb{R}^{m+1}$, where $\theta$ is the neural network weights, in a supervised manner using a dataset of state and input transition pairs, and their labels detailing if an input is safe. Specifically, $N$ states, $\{x_i\}_{i=1}^N$, are uniformly sampled from the control invariant set $S$. Then $M$ inputs per state, sampled uniformly from $U$, $\{u_{ij}\}_{j=1}^M$, are applied to the dynamical system by sample-and-hold for
the lookahead time \( \Delta t \), resulting in the terminal state \( x_{ij}(\Delta t) \). The indicator function of the set \( S \) at the terminal state, \( I_S(x_{ij}(\Delta t)) \), determines the label of whether the next state is safe or unsafe:
\[
y_{ij} = \begin{cases} 
1 & \text{if } I_S(x_{ij}(\Delta t)) = 1 \text{ where } x_{ij} \text{ solves (1) for } x_i, u = u_{ij}, \\
-1 & \text{else.}
\end{cases}
\]
In essence, we are labeling the inputs based on whether they leave \( S \) after the lookahead time.

In order for the neural network hyperplane to be a valid discriminating hyperplane, any control input that is predicted to be safe, i.e. \( a_\theta(x_i)^\top u_{ij} \geq b_\theta(x_i) \), should have the label \( y_{ij} = 1 \). As such, we aim to minimize the misclassification rate of the neural network hyperplane, which can be achieved by minimizing the following loss function:
\[
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} \left[ \sum_{a_\theta(x_i)^\top u_{ij} > b_\theta(x_i)} \gamma_{pos} \min \left\{ y_{ij}(a_\theta(x_i)^\top u_{ij} - b_\theta(x_i)), 0 \right\} + \gamma_{neg} \sum_{a_\theta(x_i)^\top u_{ij} < b_\theta(x_i)} \min \left\{ y_{ij}(a_\theta(x_i)^\top u_{ij} - b_\theta(x_i)), 0 \right\} \right].
\]
If the prediction of safety from the neural network matches the labels, the loss is not incurred. False positive samples whose unsafe control input is predicted to be safe are counted in the first term, and false negative samples whose safe control input is predicted to be unsafe are counted in the second term. It is worth noting that the structure of the loss exhibits similarities with the loss design employed in Dawson et al. (2023) for learning certificate functions.

4.2. Reinforcement learning approach

An alternative approach is to employ RL, when it is hard to find a control invariant set \( S \) for the supervised learning method. We propose a method analogous to PPO, where instead of learning a policy that maximizes reward, we use an actor parametrizing the discriminating hyperplane to minimize instances of safety violation. Our method uses the form \( \pi_\theta^a(a|x), \pi_\theta^b(b|x) \) as two normal distributions to sample the hyperplane parameters. During the rollout, based on the sampled \((a, b)\) for each \( x \), with probability \( 1 - \delta \), we sample \( u \) from \( \{ u \in U : au \geq b \} \) which enforces the learned safety constraint, and with probability \( \delta \), we sample \( u \) from \( U \), allowing an exploration with a small probability. Given the target constraint set \( X \), the reward for learning the hyperplane is designed as
\[
r(x, u) = \begin{cases} 
1 + d(u) & \text{if } x \in X, \\
c & \text{otherwise},
\end{cases}
\]
where \( c \leq 0 \) induces a negative reward when safety is violated and \( d(u) \) is an optional bonus term that can add to the reward if the input \( u \) is in the action space. The reward is positive when safety is satisfied and the bonus term incentivizes the hyperplane to only constrain the input when needed. Let \( r^a(\theta) = \frac{\pi_\theta^a(a|x)}{\pi_{\theta_{old}}^a(a|x)} \) and \( r^b(\theta) = \frac{\pi_\theta^b(b|x)}{\pi_{\theta_{old}}^b(b|x)} \), where \( \theta_{old} \) is the policy parameter before the update, and define the clipped surrogate objective terms, \( L^a(\theta) = \mathbb{E} \left[ \min(r^a(\theta) \hat{A}, \text{clip}(r^a(\theta), 1 - \epsilon, 1 + \epsilon) \hat{A}) \right] \), \( L^b(\theta) = \mathbb{E} \left[ \min(r^b(\theta) \hat{A}, \text{clip}(r^b(\theta), 1 - \epsilon, 1 + \epsilon) \hat{A}) \right] \), where \( \hat{A} \) is the estimated advantage function. We aim to maximize the combined objective \( L^a(\theta) + L^b(\theta) \), and perform the policy update as PPO does. By doing so, our method learns the neural network hyperplane that minimizes long term constraint violation while suppressing the conservativeness of the hyperplane.
Figure 1: Simulation results of safety filter based on SL-DH, using various invariant set representation. (a) Phase plot of the jet engine system in Xue et al. (2023), under Oracle DH and SL-DH-based safety filter. The safe set is computed by HJ reachability. (b) Phase plot of the inverted pendulum under a bang-bang reference controller, filtered by CBF (Wabersich et al., 2023) and SL-DH. A Lyapunov function level set is chosen as $S$. (c) Position trajectories of the kinematic vehicle, where $S$ is hand-designed. While the reference controller passes through the unsafe region, safety filters based on CBF and SL-DH are able to keep the vehicle safe. In the supplementary video, we provide an animation of the car trajectory under the SL-DH filter using a lookahead time of 0.5. (d) Margin to the boundary of $S$ over time. $h(x) \geq 0$ represents that the state is inside $S$. A larger lookahead time allows the SL-DH to engage in safe actions earlier.

5. Experiments

We demonstrate the safety filter in (5) based on the discriminating hyperplane (DH) learned through methods described in Section 4 on various dynamical systems\textsuperscript{2}. The proposed methods in the paper are each referred to as Oracle DH (DH based on Theorem 2, solved with support vector machine for each state), SL-DH (the supervised learning approach in Section 4.1), and RL-DH (the RL approach in Section 4.2). Through these experiments, we want to highlight

1. compatibility of DH with various representations of the safe domain $S$, based on HJ reachability in Xue et al. (2023), Lyapunov function, and manual design,
2. efficacy of the supervised learning approach in Section 4.1 in approximating the Oracle DH,
3. effect of lookahead time $\Delta t$ on the SL-DH, and comparison against CBF-based safety filter.
4. usage of the SL-DH and RL-DH for safe RL of versatile tasks, and comparison against unconstrained PPO (Schulman et al., 2017), and PPO-Lagrangian (Ray et al., 2019).

1. Moore-Greitzer jet engine (Oracle DH vs. SL-DH, Figure 1(a)): The dynamics of this system is provided in Xue et al. (2023) ($n=2$, $m=1$), in which the maximal control invariant set of the target constraint set $X = \{x|\sqrt{x_1^2 + x_2^2} \leq 0.5\}$ is computed by the discounted infinite-horizon HJ reachability formulation. The noticeable feature of this value function is that it is flat and zero everywhere inside the verified invariant set $S$. Thus, the safety constraint cannot be obtained from the value function, where the DH can be of great use. $\pi_{\text{ref}}$ is designed to stabilize to the origin, which can exit $S$ and violate safety. We use the computed $S$ to train the SL-DH, and compare the closed-loop trajectories under (a) $\pi_{\text{ref}}$, and safety filters based on (b) the Oracle DH, and (c) the SL-DH. The SL-DH safety filter closely approximates the Oracle DH safety filter.

2. Inverted Pendulum (CBF vs. SL-DH, Figure 1(b)): The reference controller $\pi_{\text{ref}}$ bounces between extreme torques and turns into a stabilizing controller after 12s. It easily exits the target angle region $X = \{x|\theta < 0.3\}$. A level set of a quadratic Lyapunov function in $X$ is chosen as $S$. A CBF $h$ is also derived from this Lyapunov function. The dynamics of this system and $\pi_{\text{ref}}, S, h$ are

\textsuperscript{2} Implementation details: Appendix 7.3, Supplementary video: https://youtu.be/70xVoVW8z8s
Source code: https://github.com/HJReachability/discriminating-hyperplane.git

8
Figure 2: Cart-Pole Experiment: We compared the reward (top) and constraint cost (bottom) across training iterations of PPO, PPO-Lagrangian, and PPO filtered by SL-DH and RL-DH, across various tasks. Notably, SL-DH and RL-DH did not require retraining for each new task. The policies filtered by these methods resulted in minimal safety violations while effectively learning the task, showing performance comparable to that of the unconstrained PPO in all tasks.

detailed in Wabersich et al. (2023). Both CBF and SL-DH filters successfully maintain the system within the safe set while intervening $\pi_{ref}$ smoothly before the trajectory hits the boundary.

3. Kinematic Vehicle (Effect of $\Delta t$ on SL-DH, Figure 1(c, d)): The state of the vehicle consists of $x$ and $y$ position, heading, and velocity, while the input consists of the yaw rate and acceleration ($n=4$, $m=2$). The reference controller is a feedback controller designed to navigate to a goal point. The control invariant set and the CBF is hand-designed to avoid entering an unsafe region centered at the origin. More details are available in Appendix. We train SL-QP with multiple lookahead times: $\Delta t = 0.1, 0.5, 1$. While $\pi_{ref}$ passes through the unsafe region, safety filters based on SL-DH and CBF are able to prevent the vehicle from entering it. A lower lookahead time leads to a less restrictive but more myopic intervention of the filter, resulting in trajectories approaching closer to the unsafe region. With a larger lookahead time, the safety filter is more preemptive with respect to the boundary. We also note that a higher lookahead time can be beneficial for the learning in that the resulting DH varies more smoothly with respect to state. However, an excessively high value can result in the safety filter to be overly conservative.

4. Cart-Pole (Safe RL for various tasks, Figure 2): We show the utility of SL-DH and RL-DH for safely learning various tasks, subjected to the identical target constraint. Specifically, we compare PPO, whose policy is filtered by SL-DH and RL-DH during its task training, to unconstrained PPO and PPO-Lagrangian. The CartPole environment is defined in Towers et al. (2023) ($n = 4, m = 1$). The considered target constraint is $X = \{x \mid |s| \leq 0.5\}$, where $s$ is the position of the cart. The classic task is to maximize the length of the trajectory before termination (Task 1). We define two new tasks: stabilizing the cart at $s = 0.4$ (Task 2), and maximizing cart speed while avoiding termination (Task 3). These new tasks challenge to approach the constraint’s boundary more than the classic task. Training of the SL-DH and RL-DH is detailed in Appendix.

Both SL-DH and RL-DH filtered PPOs demonstrate competitive performance compared to unconstrained PPO. Moreover, SL-DH shows no constraint violations, while RL-DH exhibits significantly fewer violations than PPO-Lagrangian across all tasks. RL-DH also achieved zero constraint
viations in many instances. We also discovered that our method results in lower constraint violations across a broader range of initial states in the state space, as visualized in Appendix. Although the PPO-Lagrangian eventually learns to address safety constraints and achieve the task, the training is slower and violates safety more compared to our methods. This instability is mainly caused by the simultaneous learning of performance and safety, associated with unstable updates of the Lagrange multiplier.

5. HalfCheetah (Safe RL for uncertain high-dimensional system, Figure 3): We show the viability of RL-DH on a higher dimensional system through HalfCheetah in Towers et al. (2023). In our setup, we utilize a safety constraint of \( X = \{ x | z \geq -0.3 \} \) where \( z \) is the height of the robot torso. This constraint represents the requirement for the robot to stay upright during training. The environment consists of \( n = 16 \) states and \( m = 6 \) control variables, whose dynamics are hard to model due to the contact with the ground. Training SL-DH for this example is challenging, as it requires a design of a control invariant set for the complicated dynamics. PPO filtered by the trained RL-DH maintains performance competitive with that of unconstrained PPO, while achieving a level of constraint violation comparable to PPO-Lagrangian. However, we observe that RL-DH experiences a distribution shift between the training distribution of the hyperplane and that of the task-specific PPO policy. The simulation results of the trained policies can be found in the supplementary video.

6. Conclusion and Future Work

In this work, we have proposed a novel learning-based approach for the design of safety filters, focusing primarily on the control input constraint, which is key to ensuring safety. Our method, which employs a neural network to produce parameters of a discriminating hyperplane, offers a more general viewpoint of how to construct safety filters for general control-affine systems. We have shown that our approach is modular, working together with any control invariant set representation, and also compatible with any performance-driven objectives, thus replacing the need for safe RL approaches that combines performance and safety. While we have shifted the focus from the traditional certificate functions, we recognize that they still play an important role in verifying control invariant sets. Looking ahead, enhancing the robustness of the RL-DH safety filter against potential distribution shifts will be crucial for the improvement of our RL-based approach. Furthermore, we are keen on extending of our method for uncertain systems, as discussed in Lopez et al. (2020); Brunke et al. (2022b); Cohen et al. (2023), which may include extensions to non-affine forms of the control input constraints like second-order cone constraints, as in Castañeda et al. (2021); Dhiman et al. (2021); Taylor et al. (2021), and to multiple constraints, as in Kim et al. (2023a).
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7. Appendix

7.1. Proof of Theorem 1

We prove Theorem 1 by proving Lemma 2, since from Definitions 1 and 3, Lipschitz continuity of \( \pi_{\text{ref}} \) implies that \( a(x)^T u \geq b(x) \) is a valid safety constraint, and thus, \( \{ x | a(x)^T u = b(x) \} \) being a discriminating hyperplane. Under the conditions in Theorem 1, (5) can be written as a QP problem which satisfies the conditions in Morris et al. (2013, Thm.1), which states that its solution is unique and Lipschitz w.r.t. \( x \).

\[ \square \]

7.2. Proof of Theorem 2

For the proof of the theorem, we consider the distance-like function, \( h \), which is continuously differentiable and whose derivative is bounded and Lipschitz continuous, such that \( S = \{ x | h(x) \geq 0 \} \) and \( \partial h \partial x \) is bounded away from 0 for all \( x \in \partial S \). As in Lemma 1, \( h \) is solely used as a means to provide proof for the statement. Using \( h \), we have \( \{ u \in U | I_S(x(\Delta t)) = 1 \} = \{ u \in U | h(x(\Delta t)) \geq 0 \} \). From the boundedness of \( f, g \) and \( U \) from Assumption 1, we have

\[ ||x(\Delta t) - (x + \Delta t(f(x) + g(x)u))|| \leq M_1 \Delta t^2 \]

for all \( u \in U \), and for some constant \( M_1 > 0 \). From the Lipschitz continuity of \( \partial h \partial x \), we have

\[ \frac{\partial h}{\partial x} \cdot (y - x) + \frac{L}{2} ||y - x||^2 \geq h(y) - h(x) \geq \frac{\partial h}{\partial x} \cdot (y - x) - \frac{L}{2} ||y - x||^2, \]

where \( L \) is the Lipschitz continuity of \( \partial h \partial x \). Thus, we have

\[ M_3 \Delta t^2 + 4 M_4 \Delta t^4 \geq h(x(\Delta t)) - h(x + \Delta t(f(x) + g(x)u)) \geq -M_3 \Delta t^2 - M_4 \Delta t^4 \]

where \( M_3 = HM_1, M_4 = \frac{1}{2}LM_1^2 \), and \( H \) is the bound of \( ||\frac{\partial h}{\partial x}|| \). Also, with \( y = x + \Delta t(f(x) + g(x)u) \) in (8), we have

\[ \frac{\partial h}{\partial x} \cdot (f(x) + g(x)u) \Delta t + M_5 \Delta t^2 \geq h(x + \Delta t(f(x) + g(x)u)) - h(x) \geq \frac{\partial h}{\partial x} \cdot (f(x) + g(x)u) \Delta t - M_5 \Delta t^2 \]

for some constant \( M_5 > 0 \) for all \( u \in U \), due to the boundedness of \( f, g, \) and \( U \). Combining the two above equations, we get for all \( u \in U \),

\[ \frac{\partial h}{\partial x} \cdot (f(x) + g(x)u) \Delta t + (M_3 + M_5) \Delta t^2 + M_4 \Delta t^4 \]

\[ \geq h(x(\Delta t)) - h(x) \geq \frac{\partial h}{\partial x} \cdot (f(x) + g(x)u) \Delta t - (M_3 + M_5) \Delta t^2 - M_4 \Delta t^4. \]
From the right hand side of (9), consider \( a(x)^\top = \frac{\partial h}{\partial x} \cdot g(x) \Delta t \), and \( b(x) = -h(x) - \frac{\partial g}{\partial x} \cdot f(x) \Delta t + (M_3 + M_5) \Delta t^2 + M_4 \Delta t^4 \), which are both Lipschitz continuous in \( x \), due to the Lipschitz continuity of \( h, \frac{\partial h}{\partial x}, f, \) and \( g \). Then \( h(x(\Delta t)) \geq a(x)^\top u - b(x) \), for all \( u \in U \). Thus, if \( a(x)^\top u \geq b(x) \), then \( h(x(\Delta t)) \geq 0 \). Therefore, \( \Pi(x) = \{ u \in U \mid a(x)^\top u \geq b(x) \} \subseteq \{ u \in U \mid I_S(x(\Delta t)) = 1 \} \).

Next, from (9), we get
\[
\begin{align*}
    a(x)^\top u - b(x) + 2 \left( (M_3 + M_5) \Delta t^2 + M_4 \Delta t^4 \right) &\geq h(x(\Delta t)) \\
    &\geq a(x)^\top u - b(x).
\end{align*}
\]

If \( \{ u \in U \mid I_S(x(\Delta t)) = 1 \} \) has a non-empty interior, \( \exists u \in U \) such that \( h(x(\Delta t)) > 0 \), thus, \( a(x)^\top u - b(x) + 2 \left( (M_3 + M_5) \Delta t^2 + M_4 \Delta t^4 \right) > 0 \). For small enough \( \Delta t \), \( a(x)^\top u - b(x) \geq 0 \), thus, proving the second statement. \( \square \)

### 7.3. Implementation Details

**SL-DH:** In the loss function, we typically set \( \gamma_{\text{pos}} > \gamma_{\text{neg}} \), since in order for the learned hyperplane to be a valid discriminating hyperplane, it is imperative to not misclassify unsafe inputs. Next, due to prediction error of the neural-network output, the direct use of raw predictions for the safety constraint \( a_\theta(x)^\top u \geq b_\theta(x) \) might not ensure safety. To improve safety, we employ a minor adjustment factor, \( \epsilon \geq 0 \), to tighten the predicted hyperplane constraint. Specifically, we use the revised constraint, \( a_\theta(x)^\top u \geq b_\theta(x) + \epsilon \). This adjustment can be viewed as a straightforward calibration step, a practice commonly seen in many deep neural network applications Guo et al. (2017). It should be noted, however, that over-utilizing this calibration (i.e., setting an excessively high value for \( \epsilon \)) can lead to overly conservative behavior by the safety filter. Nevertheless, in our experimental results, we observe no such over-conservatism, indicating minimal, yet effective calibration.

**Inverted Pendulum:** The dataset for training SL-DH consists of 10k states sampled uniformly across \( S \), with 300 inputs sampled uniformly across \( U \) per state. The training data is resampled every epoch, where each epoch we take 5 gradient steps. For the labels, we use a lookahead time of \( \Delta t = 0.05 \). We use the following network parameters: 5 hidden layers, 1000 hidden layer size, ReLU activations, learning rate of 5e-4, \( \gamma_{\text{pos}} = 10, \gamma_{\text{neg}} = 1 \). We train for 400 epochs with 5 gradient steps per epoch. We use \( \epsilon = 0.01 \) for the calibration.

**Kinematic Vehicle:** The system state is defined as \([p_x, p_y, \theta, v]\) which describes the positions, heading with respect to the x-axis, and the velocity of the car. The input is defined as \([\omega, a]\) where \( \omega \) is the yaw rate and \( a \) is the acceleration of the vehicle. The target constraint set is \( X = \{ x \mid p_x^2 + p_y^2 \geq r \} \), where \( r = 2 \). We use input limits \( |\omega| \leq 2, |a| \leq a_{\text{max}} = 1 \). We use the control invariant set \( S := \{ x \mid h(x) \geq 0 \} \) where \( h \) is the CBF designed as:
\[
    h(x) = \sqrt{\left( p_x + \frac{v^2}{4a_{\text{max}}} \cos \theta \right)^2 + \left( p_y + \frac{v^2}{4a_{\text{max}}} \sin \theta \right)^2} - \left( r + \frac{v^2}{4a_{\text{max}}} \right) \tag{10}
\]

The CBF is designed by adding a safety margin to \( X^c \), based on the vehicle’s current heading angle and the stopping distance, calculated based on the maximum deceleration \( a_{\text{max}} \).

The dataset for training SL-DH consists of 8k states and 500 inputs per epoch. The system dynamics are discretized under \( \Delta t_{\text{sys}} = 0.05 \) and we compare various lookahead times of the values \( \Delta t = 0.1, 0.5, 1 \). To clearly examine the effect of lookahead time, we keep all training parameters and network parameters unchanged across different lookahead times. We use the following network
Figure 4: Hand-designed control invariant set $S$ for the Cart-Pole experiment, used to train SL-DH. The projection of the set to $(s, \dot{s})$ is visualized.
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Figure 5: Training curve of RL-DH training for the Cart-Pole Experiment. The reward reaching 2000 indicates that constraint was never violated.

parameters: 3 hidden layers, 2000 hidden layer size, ReLU activations, learning rate of $1e^{-4}$, $\gamma_{\text{pos}} = 5$, $\gamma_{\text{neg}} = 1$. We train for 400 epochs with 5 gradient steps per epoch. We use $\epsilon = 0.3$ for the calibration for all lookahead times. Since the heading angle $\theta$ is contained with the values $[0, 2\pi)$, we use $\sin$ and $\cos$ encoding of $\theta$ to preserve this continuity. Specifically, we map the state to the vector $[p_x, p_y, \sin \theta, \cos \theta, v]$ during the forward pass of the hyperplane network.

Cart-Pole: (SL-DH training) For SL-DH, we utilize the geometry of the system to design a control invariant set, visualized in Figure 4. We verify this design through a Monte Carlo simulation of trajectories in which we densely sample initial states near the boundary of $S$ and verify based on random trajectories that each state satisfies the control invariance condition. To train SL-DH, we use 10k steps per epoch with 300 sampled inputs both uniformly sampled over $S$. We train over 200 epochs with 5 gradient steps per epoch. For the labels, we use a lookahead time of $\Delta t_{\text{sys}}$ (1 steps in the system environment). For the network parameters, we use 5 hidden layers, 1000 hidden width, ReLU activations, learning rate of $5e^{-4}$, $\gamma_{\text{pos}} = 5$, $\gamma_{\text{neg}} = 1$.

(RL-DH training) As RL-DH does not rely on a pre-defined safe set, we pretrain RL-DH as discussed in Section 4.2, where the environment no longer terminates upon the pole falling. The training curve is reported in Figure 5. In detail, our environment uses 1000 steps without termination whereas the classic Cart-Pole environment terminates when the pole falls over, allowing for better exploration in regards to the safety constraints. As detailed in Section 4.2, we use a bonus term $d(u) = 1$ when $u$ is inside the action space and $c = -1$ when $x \not\in X$. The training details for
Figure 6: Constraint satisfaction rates in random rollouts of Cart-Pole trajectories: evaluation at initial states in 2D slices of the state space, at $(\theta, \dot{\theta}) = (0, -1), (0, 0), (0, 1)$.

RL-DH are as follows: 4000 steps per epoch, 1250 epochs, $\gamma = 0.99$, clip ratio of 0.2, actor and critic sizes of 2 hidden layers of 256 width, actor learning rate of $3 \times 10^{-4}$, critic learning rate of $1 \times 10^{-3}$, GAE $\lambda$ of 0.97, 80 gradient steps per actor and critic update steps.

When utilizing the trained RL-DH for filtering PPO actors for task training, we use a truncated normal distribution whose support region is determined by the discriminating hyperplane to enforce hard safety constraint on the control input. Since $m = 1$ for Cart-Pole, we are able to determine the left and right bounds of the truncated normal distribution from the RL-DH hyperplane. Specifically, given the hyperplane parameters $a, b$, the left and right bounds are $[l, r] = \min \left( \frac{b}{a}, 1 \right), 1]$ when $a > 0$, and $[l, r] = \left[ -1, \max \left( \frac{b}{a}, -1 \right) \right]$ when $a < 0$. We then sample the control input from the truncated normal, $u \sim T\mathcal{N}(\text{clip}(\mu_\theta, l, r), \sigma_\theta, l, r)$, where $(\mu_\theta, \sigma_\theta)$ is the mean and variance determined by the actor network, to sample only safe control during rollouts.

(Safe RL experiments) The training of PPO, PPO-Lagrangian, PPO with SL-DH, and PPO with RL-DH all use the same parameters as detailed for training the RL-DH, except for the number of epochs. We train each method over 10 different random seeds. We train for 62.5 epochs for PPO, PPO with SL-DH, and PPO with RL-DH, while for PPO-Lagrangian we train for 125 epochs. We do this to save computation time since non-Lagrangian methods converge to a high-performing policy more promptly than PPO-Lagrangian. For PPO-Lagrangian, we use a learning rate of $5 \times 10^{-2}$ for the lagrangian multiplier with one gradient step per epoch. The cost function used for PPO-Lagrangian is defined as $c(x) = 1$ if $|s| < 0.5$, else $c(x) = 0$.

We evaluate all four methods for three different variations of the CartPole task. The first is the classic CartPole objective where the reward is 1 when the pole angle $\theta$ is within $\pm 12$ degrees. The second task consists of a reward of $r(x) = 1 + |s - 0.4|$, which incentivizes the cart position to be at $s = 0.4$. This task is more challenging for the policy to achieve while satisfying the safety constraint since the desired position is close to the safety boundary. The final task uses a reward of...
learning discriminating hyperplanes

\( r(s) = 1 + |\dot{s}| \). This incentivizes the cart to continue moving as much as possible while keeping the pole upright, making it even harder to satisfy the safety constraint.

Finally, we compare the set of safe initial states across four methods. In addition to the PPO policies filtered by RL-DH safety filters and the PPO-Lagrangian policies for each task, we also include an actor policy initialized as a random policy (with a randomly weighted neural network) that is filtered with SL-DH and RL-DH. This approach effectively isolates the safety-filtered control input from any specific performance objective. For each initial state, selected from grid points within 2D grids in the \((s, \dot{s})\) space, sliced at \((\theta, \dot{\theta}) = (0, -1), (0, 0), (0, 1)\), we rollout 50 trajectories (5 trajectories per 10 random seeds) and evaluate whether they exit the set \(X\).

We present the success rate of constraint satisfaction for these 50 trajectories in Figure 6. Two observations in the figure are particularly noteworthy: First, the SL-DH safety filter provides the largest set of safe initial states among the four methods, with a clear demarcation between safe and unsafe initial states. Second, while the support region of the distribution of safe initial states for PPO-Lagrangian varies with the tasks, the distribution for RL-DH exhibits a similar support region across tasks. This suggests that while PPO-Lagrangian learns task-specific safe policies, the RL-DH-based safety filter is task-agnostic.

**HalfCheetah:** The safety constraint we impose is \(X = \{x \mid z \geq -0.3\}\) where \(z\) is the height of the robot torso. To train RL-DH, we use a reward of 1 if \(x \in X\) and \(c = -2\) otherwise. The parameters used to train RL-DH are as follows: 2 hidden layers and 256 hidden width (for both policy and value function networks), discount factor \(\gamma = 0.99\), 30k steps per epoch over 167 epochs, policy learning rate of \(3e-3\), value learning rate of \(1e-3\), GAE \(\lambda\) of 0.97, and 80 gradient steps for both the policy and value function. When using RL-DH as a filter for PPO, we take a different approach than CartPole since it is not possible to come up with a truncated normal distribution form for a higher dimensional control input space. Instead of using a truncated normal distribution, we use a normal distribution but project \(\mu_\theta\) onto the hyperplane if the constraint \(a\mu_\theta \geq b\) is not satisfied. Even though this doesn’t provide hard safety guarantees for the sampled actions, we found this to provide the best performance while still mitigating safety significantly.

The training for PPO, PPO with RL-DH, and PPO-Lagrangian use the following parameters: 2 hidden layers and 256 hidden width (for both policy and value function networks), discount factor \(\gamma = 0.99\), 4k steps per epoch over 250 epochs, policy learning rate of \(3e-4\), value learning rate of \(1e-3\), GAE \(\lambda\) of 0.97, and 80 gradient steps for both the policy and value function. The reported results are from 5 random seeds for each methods.
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