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Abstract. Micro Aerial Vehicles, particularly quadrotors, have been used in a wide

range of applications. However, the literature on aerial manipulation and grasping is

limited and the work is based on quasi-static models. In this paper, we draw inspiration

from agile, fast-moving birds such as raptors, that are able to capture moving prey on

the ground or in water, and develop similar capabilities for quadrotors. We address

dynamic grasping, an approach to prehensile grasping in which the dynamics of the

robot and its gripper are significant and must be explicitly modeled and controlled for

successful execution. Dynamic grasping is relevant for fast pick-and-place operations,

transportation and delivery of objects, and placing or retrieving sensors. We show

how this capability can be realized (a) using a motion capture system and (b) without

external sensors relying only on onboard sensors. In both cases we describe the

dynamic model, and trajectory planning and control algorithms. In particular, we

present a methodology for flying and grasping a cylindrical object using feedback

from a monocular camera and an Inertial Measurement Unit onboard the aerial robot.

This is accomplished by mapping the dynamics of the quadrotor to a level virtual

image plane, which in turn enables dynamically-feasible trajectory planning for image

features in the image space, and a vision-based controller with guaranteed convergence

properties. We also present experimental results obtained with a quadrotor equipped

with an articulated gripper to illustrate both approaches.
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1. Introduction

Nature provides many examples of graceful and yet purposeful flight that inspire us to

create aerial robots. We are particularly interested in raptors that successfully hunt

fast moving and elusive prey. Although birds differ from aerial robots in a number of

fundamental ways, we still have the opportunity to incorporate avian behaviors, such

as dynamic high-speed grasping, in aerial robots.

The capabilities of Micro Aerial Vehicles (MAVs) are rapidly expanding to

include surveillance [3], construction [4], manipulation of slung loads [5], collaborative

transportation [6, 7], and mapping of unknown environments using aerodynamic

effects [8]. However, aerial vehicles’ flight durations are limited by the energy density of

batteries and the speed of aerial manipulation is restricted to quasi-static interactions

with the environment. An aerial vehicle endowed with capabilities traditionally ascribed

to raptors would be instrumental towards speeding-up interaction with the environment

and mitigating the energy-density restriction. Acquiring, transporting and deploying

payloads while maintaining a significant velocity is important since it would result in

minimization of the required flight time, thereby improving time and energy efficiency.

Beyond energy-efficiency, high-speed grasping would be particularly useful if a MAV

was needed to quickly acquire or deploy sensors, materials, or robots.

High-speed grasping would be extremely difficult without an articulated appendage

capable of interacting with the environment (e.g. see Figure 1). Previous research

includes an adaptive hand [9], a passively actuated gripper for perching [10], a servo-

driven claw for construction [4], and a gripper which pierced its targets [11]. These

grippers vary in method and application, but they suffer from a common limitation:

to be effective, the vehicle must approach the target perpendicular to the plane of the

target and the approach velocity must be near zero. The ingressive gripper in [3] was

able to perch with more aggressive trajectories by triggering a spring-loaded claw that

would engage upon contact, but still required a velocity normal to the target surface.

Perching has been demonstrated using fixed-wing Unmanned Aerial Vehicles (UAVs) but

focused either on the perching mechanism [12, 13] or trajectory planning and nonlinear

control [14]. In the later, an external motion capture system was required.

(a) (b)

Figure 1: (a) A Red Kite swoops down and uses visual feedback to approach, grasp,

and retrieve food on the ground [15]. (b) A bald eagle uses a similar strategy to hunt

prey in the water [16].
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It is natural to look to nature for inspiration when approaching such design

challenges. We can observe from video footage that a raptor sweeps its legs and claws

backwards while capturing prey, thereby reducing the relative velocity between the

claws and the prey [16]. This allows the bird, without stopping, to have a near-zero

relative velocity between the claw and the prey. We draw inspiration from this hunting

methodology to enable high-speed aerial grasping and manipulation for MAVs.

To enable autonomous grasping, the robot must be able to detect the object of

interest and use visual feedback to control the robot’s motion. However, to maintain

agility, the robot must have low inertia (i.e. minimal sensor payload) and consider

the dynamics of the system. Another limitation is our poor understanding of the

perception-action loops required for agile flight and manipulation. One can observe

that visual feedback is used to close the control loop while dynamically grasping prey

(see Figure 1). In scenarios like this, a monocular camera is an ideal sensor, especially

when combined with an Inertial Measurement Unit (IMU) [17, 18], and motivates either

Position Based Visual Servoing (PBVS) or Image Based Visual Servoing (IBVS) [19].

PBVS requires an explicit estimation of the pose of the robot in the inertial frame while

IBVS acts directly using feedback from the image coordinates. In particular, a single

monocular camera is sufficient for visual servoing when there is some known geometry

or structure in the environment.

There are many excellent tutorials on visual servoing [20, 19, 21, 22]; however, most

approaches assume first-order or fully-actuated systems. For example, [23] demonstrated

robustness to camera calibration, but only considered a first-order system. Stability was

proven for second order systems, but assumed full actuation [24]. More recently, [25]

and [26] leveraged a spherical camera model and utilized backstepping to design non-

linear controllers for a specific class of underactuated second-order systems. As is

typical in backstepping, however, it is necessary to assume that the inner control loops

are significantly faster than the outer ones. There have been some preliminary efforts

towards autonomous landing, but an estimate of velocity in the inertial frame is obtained

using an external motion capture system [27]. We are not aware of any work that

addresses grasping and perching at high speeds using only onboard sensors.

Therefore, our goal is to develop and demonstrate an approach to grasping

at significant velocities, requiring explicit modeling and control of the inertia and

momentum of the flying robot and its appendages. In particular, we consider a

quadrotor, which is appealing because of its mechanical simplicity, its agility, its ability

to hover, and its well-understood dynamics [5]. Quadrotors are similar to helicopters,

but have four rotors with parallel axes of rotation, and therefore, parallel thrust

vectors [28]. The system is underactuated; however, it is possible to design controllers

that guarantee convergence from almost any point on SE(3), the Euclidean motion

group in three dimensions [29]. Similar controllers have been derived for a quadrotor

carrying a cable-suspended payload [5]. However, both of these approaches require full

knowledge of the state. In order to achieve these goals, we will design and model the

system with an articulated appendage and consider the dynamics of the system directly
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in the image plane (rather than in the Cartesian space) to develop an IBVS controller

based on visual features of a cylinder.

In this article, we describe a proof-of-concept robot with an articulated gripper,

demonstrate dynamic grasping using a motion capture system, and make a step towards

enabling grasping maneuvers using vision. The paper is organized as follows: we begin

with a list of assumptions in Section 2 and develop the dynamic model of a quadrotor

with a swinging gripper in Section 3. In Section 4, the dynamics of the robot are mapped

to the image plane of an on-board camera, while Section 5 leverages the differential

flatness property to enable trajectory generation in the Euclidean and the image spaces.

Section 6 presents a controller for the coupled robot-gripper system to stabilize a MAV

performing dynamic maneuvers with our gripper. Additionally in this section, we build

upon existing vision and geometric-control literature to develop a vision-based controller.

Following this, Section 7 describes the hardware used in experiments, particularly the

actuated gripper and the camera system. We present experimental validation in Section

8, which includes high-speed dynamic grasping and vision-based control. The dynamic

grasping results with a motion capture system validate (a) the dynamical model, (b)

the proposed dynamic trajectory generation method, and (c) the feasibility of dynamic

grasping maneuvers with our MAVs. Further, the vision-based results validate (a) the

mapping of the dynamic model to the image space, (b) the feasibility of the trajectory

generation method in the image space, (c) the stability of the proposed nonlinear

controller, and (d) the feasibility of grasping maneuvers using vision feedback on our

MAVs. Finally, Section 9 provides concluding remarks and comments on opportunities

for future work.

2. Assumptions

In this paper, there are several assumptions that we make in the development of the

dynamical model, control, and vision feedback. For ease of reading, we will enumerate a

list of assumptions here. In particular, there will be two sets of assumptions, one for an

inertial controller that uses a motion capture system, and the other for a vision based

controller.

For developing a dynamical model, control design, and trajectory planning in the

inertial frame, we make the following assumptions:

A1) The dominant motion for the dynamic grasping maneuver occurs in the vertical

plane of the inertial frame.

A2) The location of the target payload is known. In particular, this is resolved by

tracking the target with the motion capture system.

A3) The target payload has no mass, which follows from the fact that the coupled mass

of the quadrotor and gripper (658 g) is much larger than the payload’s (24 g).

In addition to A1 and A3, the following assumptions are made for the development of

the vision based feedback control mode:
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A4) The gripper is considered to have no mass, thereby reducing a degree of freedom

from the dynamic system.

A5) The cylinder is orientated such that its axis is perpendicular to the vertical plane.

A6) The radius of the cylinder is known a priori. Though other sensors exist for

measuring distance, we prefer to leverage sensors that are already mounted on

the robot.

3. Dynamic Model

Following the list of assumptions, this section will develop the dynamical model of the

quadrotor with a gripper in the vertical plane. The list of symbols used in this section

and the rest of the paper are tabulated in Table 1.

3.1. Kinematics

We formulate the problem in the sagittal (i.e. vertical) plane of the robot based on

Assumption A1, which has enabled high-speed dynamic grasping for aerial robots [1]. A

f ∈ R Sum of forces produced by all 4 propellers

M ∈ R Moment generated by f1 and f3 about body’s y-axis

rq ∈ R
2 Position of robot’s COM without gripper, or [xq, zq]

T

rg ∈ R
2 Position of gripper’s COM, or [xg, zg]

T

θ ∈ R Pitch of robot

β ∈ R Angle of gripper relative to horizontal plane in inertial space

R ∈ SO(2) Rotation matrix that rotates from robot to inertial frame by angle θ

Lg ∈ R Distance between the robot and gripper COM’s

mq ∈ R Mass of robot without gripper

mg ∈ R Mass of gripper

Jq ∈ R Rotational inertia of robot about its COM

Jg ∈ R Rotational of inertia of gripper about its COM

ωq ∈ R Angular velocity of robot

ωg ∈ R Angular velocity of gripper

g ∈ R Gravitational acceleration

Rt ∈ R Radius of target cylinder

rt,i ∈ R
2 ith ray from center of camera to tangent point on cylinder, or [xt,i, zt,i]

v ∈ R
2 Feature coordinates in virtual image plane, or [v1, v2]

T

J ∈ R
2×2 Image Jacobian

Γ : S → V Map from inertial frame, S, to the visual coordinate frame, V

y ∈ R
3 Set of flat outputs, or [rTq , β]

T

Table 1: Glossary of important symbols.
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(a) (b)

Figure 2: (a) The quadrotor has a total thrust, f =
∑

i fi, in the direction of the vertical

body frame axis (Re2). A pitch moment, M , results from the difference between f3 and

f1. (b) We assume that the target is located at the origin and the quadrotor is located

at (xq, zq). The focal length of the camera, fx, defines the location of the image plane

relative to the quadrotor and the image coordinates are given by v1 and v2. The optical

ray tangent to the target intersects the target at (xt, zt). The coordinate system of the

camera is indicated by xc and zc.

rotating articulated appendage is attached to the robot like the legs of a raptor rotating

about the hip.

The position of the robot’s Center of Mass (COM) is given by rq = [xq, zq]
T

and the gripper’s COM is rg = [xg, zg]
T . Let the pitch of the robot be θ and

the angle of the gripper relative to the horizontal be β as displayed in Figure 2a so

that R = R(θ) ∈ SO(2) is the rotation matrix defining the pitch of the robot and

Rβ = R(β) ∈ SO(2) is the rotation matrix defining the rotation of the gripper. Then,

the position of the gripper is entirely determined from the position of the quadrotor and

the angle of the gripper through

rg = rq + LgRβe1 (1)

where Lg is the constant distance between the quadrotor and gripper’s center of masses

and e1 = [1, 0]T . Furthermore, higher-order derivatives of the gripper position can be

expressed as functions of the position of the quadrotor, the angle of the gripper, and

their higher-order derivatives.

3.2. Dynamics in the Inertial Frame

The dynamics of the planar coupled system are determined using Lagrangian mechanics

where the potential energy is

U = mqg (rq · e2) +mgg (rg · e2) , (2)

and the kinetic energy is

T =
1

2

(

mg ‖ṙg‖
2
2 +mq ‖ṙq‖

2
2 + Jgω

2
g + Jqω

2
q

)

(3)
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where g is gravity, mq is the mass of the quadrotor, mg is the mass of the gripper,

e2 = [0, 1]T , Jq is the angular inertia of the quadrotor, Jg is the angular inertia of

the gripper (about its COM), ωg is the angular velocity of the gripper, and ωq is the

angular velocity of the quadrotor. Then, the vector of generalized coordinates (q) and

the vector of generalized forces and moments (F) are given by

q =







rq

θ

β






and F =







fRe2

M − τ

τ






, (4)

where f is the total thrust, τ is the actuator torque on the gripper arm, and M is

the moment produced by the thrust differential between the front and rear rotors

as portrayed in Figure 2a. The dynamics are determined using the Euler-Lagrange

equations so that

q̈ = D−1 (F− Cq̇−G) (5)

where the matrices D, C, and G are

D =











mg +mq 0 0 −Lgmg sin(β)

0 mg +mq 0 −Lgmg cos(β)

0 0 Jq 0

−Lgmg sin(β) −Lgmg cos(β) 0 Jg + L2
gmg











, (6)

C =











0 0 0 −Lgmg cos(β)β̇

0 0 0 Lgmg sin(β)β̇

0 0 0 0

0 0 0 0











, and G =











0

g(mg +mq)

0

−gLgmg cos(β)











. (7)

See [30] for the complete 3-D dynamic model of the specific case when τ = 0 and Jg = 0.

Having presented the dynamical model of the quadrotor with a gripper in the

inertial frame, we will next present a model for vision to enable mapping the dynamical

model in the inertial frame onto a camera image plane.

4. Vision

In this section, we present an overview of the vision system, outline the camera model,

derive the geometric constraints on the cylinder detection in the image plane, and map

the previously computed dynamics into the image plane. We will use the following

nomenclature.

Let T ∈ SE(3) be the homogeneous transformation matrix from the camera frame

to the world frame, fα denote a focal length in the α direction, cα be the center image

pixel in the α direction, and λ be an arbitrary scaling factor.
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4.1. Camera model

The camera is modeled using a standard pinhole perspective camera model so that a

generic point in the world, [X, Y, Z, 1]T , is projected onto the image plane, [x′, y′, 1]T ,

according to [31] such that

λ







x′

y′

1






= KP0T

−1











X

Y

Z

1











, K =







fx 0 cx

0 fy cy

0 0 1






, P0 =

[

I3×3 03×1

]

. (8)

From here on, we will use the calibrated image coordinates in the camera frame, (x, y),

λ







x

y

1






= P0T

−1











X

Y

Z

1











=⇒







x

y

1






= K−1







x′

y′

1






, (9)

which are equivalent to the transformation and projection of points in the world to an

image plane with unity focal length and a centered image coordinate system.

We will next present the geometry of the problem where the camera is fixed to the

quadrotor and develop the mapping between the pose of the quadrotor and the location

of the image features in the camera image plane.

4.2. Geometry

Let the image features be the points whose rays are tangent to the cylinder and lie in the

vertical plane. In contrast to typical visual servoing approaches, these points are now

a function of the position of the robot. Therefore, we cannot use the standard image

Jacobian, which assumes the target points are stationary in the inertial frame [21].

In order to formulate the mapping between the image plane and the robot pose, let

the target cylinder be centered at the origin, Rt denote the radius of the target cylinder,

and rt be a tangent point on it as shown in Figure 2b. With the camera at the same

position as the quadrotor, there are two geometric constraints in the inertial frame,

‖rt‖2 = Rt (10)

‖rq‖
2
2 = ‖rq − rt‖

2
2 +R2

t (11)

where ‖·‖2 is the 2-norm in the Euclidean space. These equations have two solutions

which represent the two tangent points,

rt,i =
R2

t

‖rq‖
2





[

xq

zq

]

±

[

−zq

xq

]

√

‖rq‖
2

R2
t

− 1



 . (12)

Unfortunately, the features in the image plane are coupled with the attitude.

Thus, the image features would not allow for the necessary attitude-decoupled mapping
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between the position of the robot and the image features as required for the features

to be flat outputs as outlined in section 5.1.2. Similarly to [32], the calibrated image

coordinates are mapped to coordinates on a level virtual image plane by rotating the

camera coordinate system to a virtual frame where θ = 0.

Then, the virtual calibrated coordinates of the features can be computed using the

position of the quadrotor, (12), and

λ







vi

0

1






= P0T

−1











xt,i

0

zt,i

1











(13)

with the appropriate transformation, T , and independent of the pitch, θ. The virtual

coordinates, v = [v1, v2]
T , in (13) provide two equations which can be solved to

determine the robot and camera position as a function of the virtual image coordinates.

We also define the space S = {rq ∈ R
2 | 2Rt ≤ ‖rq‖ ≤ Br, zq > Rt}, such that

the quadrotor’s position is bounded below by 2Rt and bounded above by Br, and the

quadrotor is always above the cylinder. Then, there exists V ⊂ R
2 and a smooth global

diffeomorphism Γ : S −→ V such that

v =
fx

z2q − R2
t





xqzq +R2
t

√

‖rq‖
2

R2
t

− 1

xqzq − R2
t

√

‖rq‖
2

R2
t

− 1



 ≡ Γ (rq) , (14)

v̇ =
dΓ (rq)

dt
=

∂

∂ṙq

(

dΓ (rq)

dt

)

ṙq ≡ J ṙq, (15)

where J is the image Jacobian [33]. Note that J can be expressed as a function of

either the image coordinates or the position of the robot by using (14) and the fact that

Γ is invertible. Having established a mapping between the Cartesian coordinates and

the image coordinates, we will next develop a dynamic model of the quadrotor system

directly in the image coordinates.

4.3. Dynamics in the Image Plane

For simplicity in the visual system, we now assume that the gripper is massless (i.e.

mg = 0 and Jg = 0 according to Assumption A4) and leave its incorporation for future

work since we have not yet found flat outputs for the coupled system with vision and a

gripper. Then, D is diagonal (see (6)), the centripetal and Coriolis terms, C, are zero

(see (7)), the gravitational term, G, is zero except for the second element (also (7)),

and τ = 0. Since the system has three degrees of freedom (we no longer have β), given

by q, and only two control inputs that appear in F, the system is underactuated.

Now, ṙq and r̈q can be expressed as functions of the image coordinates using the

inverse of the image Jacobian, J . Then, the dynamics in (5) can be expressed in terms
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of the image coordinates using

ṙq = J−1v̇ (16)

r̈q = J−1v̈ − J−1J̇J−1v̇ (17)

so that the dynamics in the image coordinates are:

v̈ =
1

m
J [fRe2 −G1:2] + J̇J−1v̇ (18)

Jqθ̈ = M (19)

where G1:2 denotes the first two elements of G. Equation (18) presents the translational

dynamics directly in the image coordinates. In the next section, we will demonstrate

that v forms a set of flat outputs for the system, enabling trajectory design directly in

the image space.

5. Dynamically Feasible Trajectories

5.1. Differential Flatness

A system is differentially flat if there exists a change of coordinates which allows the

state, (q, q̇), and control inputs, u, to be written as functions of the flat outputs and

their derivatives (yi, ẏi, ÿi, ...) [34]. If the change of coordinates is a diffeomorphism, we

can plan trajectories using the flat outputs and their derivatives in the flat space since

there is a unique mapping to the full state space of the dynamic system.

5.1.1. Flat Outputs in the Inertial Frame The coupled system comprising of the

quadrotor and the actuated gripper, whose dynamics is given by (5), is differentially

flat with a set of flat outputs given by (see [1] for details)

y =
[

xq zq β
]T

(20)

and we remind the reader that β is the angle of the gripper arm relative to the horizontal

axis. Consequently, any sufficiently smooth trajectory in the space of flat outputs is

automatically guaranteed to satisfy the equations of motion. Further, we see that the

control inputs to the system are functions of the snap
(

y(4)
)

of the trajectories. Thus,

trajectories planned in the flat space are required to be smooth in position (y), velocity

(ẏ), acceleration (ÿ), and jerk (
...
y ).

5.1.2. Flat Outputs in the Image Space To simplify the planning for the vision system,

we assume that the gripper is massless (Assumption A4), which reduces the degrees

of freedom of the system. A proposed set of flat outputs in the image space are the

image coordinates, v. These would be convenient since planning dynamically feasible

trajectories in the image space, V , would be as simple as planning a sufficiently smooth
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trajectory in the image coordinates. Assuming that the radius, Rt, of the target cylinder

is known (Assumption A6), there exists a diffeomorphism between the image coordinates

and the position of the robot, namely Γ as defined in (14). From (18), we have

fRe2 = mqJ
−1

(

v̈ − J̇J−1v̇
)

+G1:2 (21)

and defining

F1:2 = mqJ
−1

(

v̈ − J̇J−1v̇
)

+G1:2, (22)

we conclude that

f = ‖F1:2‖ , θ = arctan

(

F1

F2

)

. (23)

Now, recall the choice to use the virtual image coordinates and observe that solving

for θ in equation (23) would have been much more difficult (if possible at all) if the

Jacobian, J , was dependent upon θ. The derivative of (21) reveals that

ḟ = eT2R
T Ḟ1:2 (24)

and

θ̇ =
1

f
eT1R

T Ḟ1:2. (25)

The next derivative provides

θ̈ =
1

f

(

eT1R
T F̈1:2 − 2ḟ θ̇

)

(26)

and, using (19), the pitch moment is

M = Jq

1

f

(

eT1R
T F̈1:2 − 2ḟ θ̇

)

. (27)

Upon inspection, we see that the 4th derivative of the image coordinates appears in

(27) through the F̈1:2 term, which means that trajectories in the image plane must be

at least 4 times differentiable, or C4.

5.2. Trajectory Generation

The differential flatness analysis in the Euclidean space and further examination of the

control inputs reveals that the snap (4th derivative) of the position of the quadrotor

appears in the M term through θ̈. In addition, β(4) appears in M through the r
(4)
s term

in θ̈. In the image plane case, the snap of the image coordinates appears in M .

Then, to minimize the norm of the input vector, it is appealing to minimize the

following cost functional constructed from the snap of the trajectory:

Ji =

tf
∫

t0

∥

∥

∥
y
(4)
i (t)

∥

∥

∥

2

dt ∀ i (28)
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where yi denotes the i
th flat output. Accordingly, we consider minimum-snap trajectories

in both the Euclidean space as well as in the image space. The minimization problem

can be solved by choosing a finite dimensional basis for the trajectories and numerically

solving a quadratic program (QP) [35]. If only equality constraints are needed, the QP

can be solved by a single matrix inversion, and in practice, even the inequality case can be

solved fast enough for real-time integration. In our implementation, we precompute the

trajectories and control the robot (using Vicon) to start at the appropriate starting point

in the trajectory. The choice for this approach was motivated by ease-of-implementation

and the fact that this allows the same trajectory to be flown numerous times.

The boundary conditions on the trajectories are the same as the observed boundary

conditions of the trajectories of the raptors. In particular, we define a start and finish

location, and we let the position at pickup be defined by the target’s location. In the

gripper-equipped case, the position at pickup is constrained such that the gripper is

oriented vertically when grasping the target, but the velocity, acceleration, and jerk of

the quadrotor are free and required to be continuous. In the vision-based case, we use

pre-recorded measurements at a position in which the robot will capture the target to

define the position constraints. Similarly, the higher-order derivatives at the pickup

time are free.

See Figure 5a and Figure 5b for a desired and experimental trajectory of the position

in the gripper-equipped case of the quadrotor and the gripper angle, respectively. See

Figure 6b for the inertial-frame trajectories that result from planning in the image space.

Having shown that the system is differentially flat with two sets of flat outputs in

the inertial and the image spaces respectively, and having used the differential flatness

property to generate dynamically feasible trajectories, we now develop two controllers,

one that uses the motion capture system for tracking in the inertial frame, and another

that uses vision to track features in the image space.

6. Control

6.1. Control in The Inertial Frame

Now, we briefly present the controller that drives the quadrotor and gripper system

along the desired trajectory. The quadrotor controller has an outer position control

loop running at 100 Hz which generates desired attitudes and feedforward control inputs.

The commanded thrust is

f = kpz (zq,d − zq) + kdz (żq,d − żq) + fd (29)

where kpz and kdz are proportional and derivative gains, respectively. The desired values

of various variables, denoted with a subscript “d”, are computed using the flatness

property. A 1 kHz inner-loop attitude controller on-board the quadrotor is used to

drive the robot to the desired attitude. The control moment is

M = kpθ (θc − θ) + kdθ

(

θ̇d − θ̇
)

+Md (30)
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where θ̇d is the nominal angular rate, Md is the feed-forward moment, kpθ is a

proportional gain, and kdθ is a derivative gain. Finally, θc is the command from the

outer loop determined by

θc = sin−1 (kpx (xq,d − xq) + kdx (ẋq,d − ẋq)) + θd (31)

where kpx is a proportional gain and kdx is a derivative gain. The control design is similar

to the quadrotor hover controller in [36], and the feedforward control input serves to

compensate for the motion of the gripper. The state of the quadrotor is observed using

Vicon [37] and feedforward control inputs are supplied to the control loops as displayed

in Figure 3a. Further, we assume that the object being grasped is significantly lighter

than the combined mass of the robot and gripper (Assumption A3), and therefore do

not consider it in the control system.

(a)
(b)

Figure 3: (a) A block diagram of the controller used for experiments. A subscript “d”

denotes a desired or nominal value (computed using the flatness property). (b) The

gripper arm in motion from right to left as the claw is grasping. The shaded projections

demonstrate the motion as the arm swings about the axis pointed into the page.

6.2. Control in the Visual Space

6.2.1. Attitude Controller First, let Rd ∈ SO(2) denote the desired rotation matrix

defined by a desired attitude, θd, and recall that R is the rotation matrix defining the

current attitude. The angular rate of the robot is Ω, which, in the planar case, is

equivalent to θ̇, and the desired angular rate is Ωd, or θ̇d. Then, we define attitude

errors

eR =
1

2

(

RT
dR− RTRd

)∨
= sin(θ − θd) (32)

eΩ = Ω−RTRdΩd = θ̇ − θ̇d. (33)
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where ∨ is the “vee” map as defined in [29]. These errors are similar to [29] but simplified

for the planar case. Also, the configuration error function is defined as

Ψ (R,Rd) =
1

2
tr
[

I −RT
dR

]

. (34)

The attitude controller is then given as below.

Proposition 1. [29, Prop. 1] (Exponential Stability of Attitude Controlled Flight Mode)

Consider the control moment defined as

M = −KReR −KΩeΩ + Jqθ̈d, (35)

where KR and KΩ are positive scalars. Further, suppose the initial conditions satisfy

Ψ(R(0), Rd(0)) < 2 (36)

‖eΩ(0)‖
2
<

2

Jq

kR (2−Ψ(R(0), Rd(0))) . (37)

Then, (eR, eΩ) = (0, 0) is exponentially stable for the closed-loop system.

Proof. Follows from [29, Prop. 1]. See Appendix A for more details.

6.2.2. Position Control Let errors in the image plane be defined by

ev = v− vd (38)

and we remind the reader that v is a vector of the image feature coordinates. Similarly,

vd is a vector of the desired image feature coordinates. Then, using (18), the image

space error dynamics are

mqëv = fJRe2 − JG1:2 +mqJ̇J
−1v̇−mqv̈d. (39)

where J is the image Jacobian and G1:2 is the first two components of G. The visual

servoing controller is then given as below.

Proposition 2. (Exponential Stability of Visual Feature Controlled Flight Mode)

Consider the total thrust component along the current body frame vertical axis defined

by

f = A · Re2. (40)

where

A = G1:2 +mqJ
−1 [−Kpev −Kdėv + v̈d] , (41)

Kp > 0, Kd > 0, and the commanded attitude is given by

Rce2 =
A

‖A‖
. (42)

Finally, if we meet the assumptions stated in Appendix B, then the zero equilibrium

(ev, ėv, eR, eΩ) = (0, 0, 0, 0) is locally exponentially stable.

Proof. See Appendix B.
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7. Experimental Testbed

Having developed two sets of controllers for tracking dynamically feasible grasping

trajectories, we now briefly describe the experimental testbed that will be used for

experimentally validating our proposed methods of generating and tracking these

trajectories.

7.1. An Avian Inspired Gripper

A capable gripper is critical for high-speed aerial manipulation. In particular, the

gripper must enable payload capture at high relative velocities, reliably cage and secure

payloads regardless of shape or size, and facilitate stable perching on arbitrary sites. As

mentioned in section 1, review of slow-motion video footage revealed that a predatory

bird swept its legs backwards during the capture phase of hunting, thereby reducing the

relative velocity between its claws and its prey [16].

In order to ascribe the same functionalities to the quadrotor platform, we designed

a gripper that consists of a 10.5 cm rotating arm cut from Acrylonitrile Butadiene

Styrene (ABS). This linkage is analogous to the bird’s leg and is intended to swing the

gripping mechanism backwards during payload grasping to increase the time window of

grasping. We attempt to reduce energy consumption, maintain agility, and be versatile

by requiring the grasping mechanism to be lightweight and compliant with arbitrary

shapes. Leveraging a design similar to [38], we were able to create an adaptive and

underactuated gripper capable of grasping arbitrary shapes. Figure 3b provides a time-

lapse visualization of the servo motor rotating this arm.

7.2. Visual Feedback

The quadrotor is equipped with a global shutter CaspaTM VL camera and Computer

on Module from Gumstix [39]. The automatic detection and tracking of the cylinder

runs onboard the robot, is based on contour detection using Freeman chain coding, and

is obtained using the C++ Visp library [40]. When the object is in the image and

rq ∈ S, the measured image points from the camera are mapped to the virtual image

plane using feedback from the IMU and the transformation shown in Figure 4a, which

is mathematically equivalent to

vi = tan (arctan (vi,m) + θ) (43)

where vi,m is the boundary of the cylinder as measured in the calibrated image.

The points in the virtual plane are filtered to improve the estimate of the image

features and their derivatives to compute J and J̇ . A block diagram of the system

is shown in Figure 4b. Since our visual controller is only designed for motion in the

vertical plane, in experimentation, an external motion capture system is used as feedback

to stabilize the yaw and out of plane motion. Note that the vision based controller

stabilizes motion in the vertical plane as designed.
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(a) (b)

Figure 4: (a) The measured image feature points, vi,m, which are affected by θ, are

mapped onto a virtual level image plane to decouple the motion from the attitude of the

robot and determine the coordinates vi. (b) A camera captures images of the cylinder,

which are sent to the Gumstix Overo Computer on Module (COM) and processed at

65 Hz using blob tracking. The boundaries of the cylinder are undistorted, calibrated,

and sent back to a ground station along with the pitch as measured from the IMU. Then,

the ground station maps the points to the virtual plane and computes desired control

inputs using the IBVS controller. Simultaneously, Vicon feedback is used to close the

loop on the roll and yaw of the robot. Then, the desired attitude is sent to the onboard

controller, which uses the IMU to control the attitude at 1 kHz.

Having briefly described the experimental platform that’s being used, we will next

present experimental results to validate our proposed methods of trajectory generation

and tracking to achieve dynamic grasping.

8. Results

8.1. High-speed grasping with control in the inertial space

We demonstrate experimental results on a 500 gm Asctec Hummingbird quadrotor [28]

equipped with a 158 gm gripper. The experiments utilize the GRASP Multiple Micro

UAV Testbed [41] and leverage a motion capture system to accurately determine the

state of the quadrotor [37]. A 27 gm cylindrical target was tracked using Vicon [37].

Thus, compared to the combined mass of the vehicle and gripper, the mass of the target

is quite small, which justifies Assumption A3.

The controller in the inertial space, which combines feedforward control inputs and

a simple feedback controller on the quadrotor, was used to grasp the target while moving

at 2 m/s with a success rate of 100% out of 5 attempts. Desired trajectories and the

experimental results can be seen in Figure 5a and Figure 5b. Position errors for those

trajectories are presented in Figure 5c and 5d. The quadrotor was able to successfully

grasp the target at speeds up to 3 m/s, or 9 body lengths / second (Figure 7c). To see

a video of sample experiments, see the supplementary video.
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Figure 5: Experimental results from planning, control, and grasping in the inertial

frame. The pickup time is represented by a vertical dashed line.

8.2. Vision-Based Control

The stability of the proposed visual controller is demonstrated through several different

experiments including hovering, vertical trajectories, “swooping” trajectories, and

hovering above a moving cylinder. Here we present a sample “swooping” trajectory,

which includes components from several of the previously mentioned trajectories. See

Figure 6a for the planned and actual trajectories in the virtual image plane, Figure 6b

for the corresponding estimated and actual position in the inertial frame, Figure 6c for

a sequence of still images from a sample experiment, and the supplementary video for

footage of sample trajectories.

8.3. Discussion

Avian-Robot Comparison: In assessing the success of our results, it is appropriate to

use the eagle’s performance as a standard of comparison. This is complicated by the

fact that length and time scales can not be extracted from the video footage accurately.

However, in order to facilitate a quantitative comparison between the trajectories, we
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(a) Experimental results of the feature coor-

dinates in the virtual plane for a “swooping”

trajectory. The feature coordinates are de-

noted by vi and the desired trajectory is given

by vi,d.
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(b) Positions in the inertial frame for the

experiment in Figure 6a. The vision

estimates of the position (using Γ) are

denoted by the “v” subscript. The ground

truth only has the “q” subscript.

(c) Still images from a sample “swooping” trajectory using the vision-based controller

developed in this paper. Note: the background has been washed out to improve visibility

of the robot.

Figure 6: Results from Vision Based Control Experiments

nondimensionalize the trajectories using the following relationships:

x⋆ =
x

L
, z⋆ =

z

L
, t⋆ =

tvp

L
(44)

where vp is the body velocity at pickup (pixels/frame or meters/second) and L is the

length from the axis of rotation to the gripping surface of the claw (pixels or meters).

Results using this approach are presented in Figures 7a and 7b. It can be seen that

the horizontal position of the gripper closely matches that of the eagle’s claw, while the

vertical positions differ significantly, potentially due to the limited range of motion of

the gripper arm of the quadrotor compared to that of the eagle.

Visual Controller: The results of the vision based control are shown in Figures 6a and

6b. In these, a “swooping” trajectory is executed with a variation of 1 m in the z

direction and 50 cm in the x direction. The system is stable, and it is possible to notice

that the swooping trajectory in the Cartesian space, as shown in Figure 6b, corresponds

to a desired planned and executed trajectory in the image space Figure 6a. This is an
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x positions of the quadrotor claw and the
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(b) A comparison of the nondimensionalized

z positions of the quadrotor and the eagle

claw.

(c) A still image comparison between the eagle (extracted from [16]) and the quadrotor for a

trajectory with the quadrotor moving at 3 m/s (9 body lengths / second) at pickup. See [42]

for a video of the grasping.

Figure 7: Comparison with the Eagle Trajectory

experimental demonstration of the success of the proposed theoretical approach. We

also notice that, in the Cartesian space, the error is quite small in the z direction, which

presents a larger spatial change compared to x direction. Moreover, the z direction is the

most challenging from a vision control point of view since the only source of information

to recover the scale is the cylinder size.

Limitations and Future Challenges: A current limitation with the quadrotor-gripper

system with control in the inertial frame is that the problem is formulated in the vertical

plane. In our future work, we will attempt to generalize this to the full 3d problem by

determining flat outputs for the coupled system.

It is also important to recognize that the experimental trajectories for the vision-

based control (Figures 6a and 6b) are not as fast as the trajectories with control

feedback in the inertial space, which demonstrated aggressive grasping at speeds up

to 3 m/s. There are several reasons: the feedback is only from sensors onboard the

robot (in contrast with an external motion capture system), the rate of feedback is

nearly half in the vision-based case since we use a space, weight, and power constrained

camera and computer, the position feedback loop is now closed using the onboard
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IMU, and the camera has a limited field of view. Although high speed visual control

has been demonstrated earlier [43], it has not been achieved on space, weight, and

computationally-constrained platforms. Thus, it is natural to expect trajectories that

are not as aggressive. Our main goal is to show the feasibility of the proposed approach

with a minimal sensor suite. Further, we observe that trajectory tracking is not perfect

and attribute this to modeling errors such as distortion from the camera lens and external

disturbances such as ground effect and the disturbed aerodynamics after the target

is captured. Future work and the advancement of technology will help to reduce the

limitations with the goal of eventually achieving similar performance to the experiments

in a structured environment.

In the vision-based case, we are currently reliant upon a motion capture system

to stabilize the lateral dynamics. This is mainly because the lateral velocity is not

observable from the features selected. In future work, we will attempt to augment the

feedback with optical flow for velocity estimates, and perhaps extend the feature points

to be tangent lines (parallel to the axis of the cylinder), which would help provide an

estimate of the roll of the robot.

We would also like to point out that the current vision approach requires the radius

of the cylinder to be known a priori. In many cases, however, proper identification of the

cylinder may lead to a good estimate of the size. For example, there are many common

cylinders of similar or standard size such as railings and pipes. Additionally, once there

is one successful grasp, the desired location of image features can be recorded to enable

future grasping without needing to determine the size of the cylinder. Thus, we believe

that this approach will not be difficult to generalize to grasping of unknown cylinders.

Perching: As researchers continue to develop quadrotors, the added ability to perch

will be critical in extending mission time. Unlike grasping and perching using fixed

wing vehicles, the two tasks are very similar for quadrotors. The only difference for

a quadrotor is that the planned trajectory would stop at the bottom of the swooping

behavior in order to perch. Using the proposed trajectory methods and control schemes,

this task would be a simple extension of the current work.

9. Conclusion

In this paper, we explored the challenges of high-speed aerial grasping using a quadrotor

MAV. A novel appendage design, inspired by the articulation of a raptor’s legs, was

shown to enable a high rate of success while grasping objects at high velocities. The

dynamic model of the quadrotor and gripper system was shown to be differentially

flat in the inertial space, and dynamically feasible trajectories were generated for

dynamic grasping. Experimental results were presented for quadrotor velocities of 2

m/s and 3 m/s (6 - 9 body lengths / second). A comparison of a nondimensionalized

quadrotor trajectory with a sample avian trajectory reveals that the trajectories are

similar although the curvature of the raptor’s path is higher. We developed a non-
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linear vision-based controller for trajectory tracking in the image space, which does not

require an external motion capture system in the primary dimensions. We presented a

proof of stability and provided validation of the controller through experimentation

using a quadrotor equipped with a monocular camera system. In particular, we

formulated the dynamics of the underactuated system directly in a virtual image plane

and demonstrated that the system is differentially flat, with the image coordinates

being the set of flat outputs. The proposed trajectory generation method in the image

guarantees dynamic feasibility and enables incorporating visual constraints as linear

constraints.

In summary, we have demonstrated a first step towards autonomous and dynamic

grasping and manipulation for MAVs in unstructured environments. Future prototypes

of the gripper will leverage better actuation, Shape Deposition Manufacturing (SDM)

for lighter fingers, and a cam mechanism for actuating the arm, which will improve the

performance and speed at which we can grasp objects. Finally, we will generalize the

vision-based control law to the full three dimensions and incorporate a manipulator to

enable truly autonomous dynamic grasping.
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Appendix A

For the attitude controller, the Lyapunov candidate is

VR =
Jq

2
eΩ · eΩ +KRΨ (R,Rd) + c2eR · eΩ, (45)

with c2 being a positive scalar, such that,

zTθ Mθzθ ≤ VR ≤ zTθ MΘzθ, (46)

V̇R ≤ −zTθ Wθzθ, (47)

where zθ = [‖eR‖ , ‖eΩ‖]
T , and Mθ,MΘ, and Wθ are positive definite.

Appendix B

Stability of Translational Dynamics in the Image Coordinates

We take an approach very similar to [29] to show that the controller is exponentially

stable. First, define K ′
p, K

′
d, B, α ∈ R as,

K ′
p = mq ‖J‖

∥

∥J−1
∥

∥Kp (48)
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K ′
d = ‖J‖

(

mq

∥

∥J−1
∥

∥Kd +
∥

∥

∥

˙J−1

∥

∥

∥

)

(49)

B = ‖J‖
(

‖GA‖+mq

∥

∥J−1
∥

∥

∥

∥v̈d
∥

∥+
∥

∥

∥

˙J−1

∥

∥

∥

∥

∥v̇d
∥

∥

)

(50)

α = ‖eR‖ (51)

and define Wv1 ,Wv2 ,Wvθ,Wv ∈ R
2×2 as

Wv1 =

[

c1Kp

mq

c1Kd

2mq

c1Kd

2mq
Kd − c1

]

,Wvθ =

[

c1
mq

B 0

B 0

]

(52)

Wv2 =





c1αK
′

p

mq

α
2

(

c1
mq

K ′
d +K ′

p

)

α
2

(

c1
mq

K ′
d +K ′

p

)

αK ′
d



 (53)

Wv = Wv1 −Wv2 . (54)

Suppose we choose positive constants c1, Kp, Kd, KR, KΩ such that,

Kp >
c21
mq

(55)

λmin(Wθ) >
4 ‖Wvθ‖

2

λmin(Wv)
(56)

Then, there exists positive constants γ1, γ2, γ3, such that ‖J‖ ≤ γ1, ‖J−1‖ ≤ γ2,
∥

∥

∥

˙J−1

∥

∥

∥
≤ γ3, and if initial conditions and the desired trajectory satisfy

α <
1

mqγ1γ2
, (57)

dist(vd(t), V
c) < ‖ev(0)‖ , (58)

where V c is the complement of V , and dist(vd(t), V
c) = inft∈[0,∞),w∈V c ‖vd(t)− w‖

is the smallest distance between a trajectory and a set, then the zero equilibrium

(ev, ėv, eR, eΩ) = (0, 0, 0, 0) is locally exponentially stable.

Proof. Using (18), we can determine the image errors

ëv = v̈ − v̈d =
1

m
J [fRe2 −GA] + J̇J−1v̇ − v̈d (59)

so that

mëv = fJRe2 − JGA +mJ̇J−1v̇ −mv̈d. (60)

Defining

X = J
f

eT2R
T
c Re2

((

eT2R
T
c Re2

)

Re2 − Rce2
)

, (61)

the error dynamics become

mëv = J

(

f

eT2R
T
c Re2

Rce2

)

+X− JGA +mJ̇J−1v̇ −mv̈d. (62)
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Next, let

f = A ·Re2 (63)

and the commanded attitude be defined by

Rce2 =
A

‖A‖
. (64)

Then, from the previous two equations, we have

f = ‖A‖ eT2R
T
c Re2. (65)

Substituting this into (62) and using A, we have

mëv = J

(

‖A‖ eT2R
T
c Re2

eT2R
T
c Re2

Rce2

)

+X− JGA +mJ̇J−1v̇ −mv̈d (66)

= J (‖A‖Rce2) +X− JGA +mJ̇J−1v̇ −mv̈d (67)

= JA+X− JGA +mJ̇J−1v̇−mv̈d (68)

= −Kpev −Kdėv +X (69)

which has the same form as (83) in [29]. We use the same Lyapunov candidate, but in

our image coordinates,

Vv =
1

2
Kp ‖ev‖

2 +
1

2
m ‖ėv‖

2 + c1ev · ėv. (70)

Now, let zv =
[

‖ev‖ , ‖ėv‖
]T

, then it follows that the Lyapunov function Vv is bounded

as

zTvMvzv ≤ Vv ≤ zTvMV zv, (71)

where Mv,MV ∈ R
2×2 are defined as,

Mv =
1

2

[

Kp −c1

−c1 m

]

, MV =
1

2

[

Kp c1

c1 m

]

. (72)

Then,

V̇v = Kp (ėv · ev) +m (ëv · ėv) + c1 (ev · ëv + ėv · ėv) , (73)

and incorporating (69),

V̇v = −
c1Kp

m
‖ev‖

2 − (Kd − c1) ‖ėv‖
2

−c1
Kd

m
(ev · ėv) +X ·

(

c1
m
ev + ėv

)

. (74)
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Now, we establish a bound on X. From (61),

X = J
f

eT2R
T
c Re2

((

eT2R
T
c Re2

)

Re2 − Rce2
)

(75)

‖X‖ ≤ ‖J‖

∥

∥

∥

∥

‖A‖Rce2 ·Re2

Rce2 · Re2

∥

∥

∥

∥

‖eR‖ (76)

≤ ‖J‖ ‖A‖ ‖eR‖ (77)

≤ ‖J‖
∥

∥

∥
GA +mJ−1 [−Kpev −Kdėv + v̈d] + ˙J−1 [ėv + v̇d]

∥

∥

∥
‖eR‖ (78)

≤
(

K ′
p ‖ev‖+K ′

d ‖ėv‖+B
)

‖eR‖ (79)

where K ′
p, K

′
d, B are as defined in (48)-(50), and from [29], 0 ≤ ‖eR‖ ≤ 1.

Next we will show that there exists positive constants γ1, γ2, γ3 s.t., ‖J‖ ≤

γ1, ‖J
−1‖ ≤ γ2, and

∥

∥

∥

˙J−1

∥

∥

∥
≤ γ3. Since Γ is smooth (we only require C2 here), J

is smooth on the closed set S. This implies J is bounded on S, i.e., ∃γ1 > 0, s.t.

‖J‖ < γ1. Next, since J is smooth and nonsingular on S, the inverse is well defined

and is smooth on S, which implies J−1 is bounded on S, i.e., ∃γ2 > 0, s.t. ‖J−1‖ < γ2.

Next, observe that d
dt
J−1(rq) =

∂
∂rq

J−1(rq)ṙq is a composition of smooth functions on S,

implying that it is bounded on S, i.e., ∃γ3 > 0, s.t.
∥

∥

∥

˙J−1

∥

∥

∥
< γ3.

Then, similar to [5], we can express V̇v as

V̇v = −
[

eTv ėTv

]

Wv1

[

ev

ėv

]

+X ·
(c1

m
ev + ėv

)

(80)

≤ −
[

eTv ėTv

]

Wv1

[

ev

ėv

]

+K ′
p ‖ev‖ ‖eR‖

(

c1
m
‖ev‖+ ‖ėv‖

)

+K ′
d ‖ėv‖ ‖eR‖

(

c1
m
‖ev‖+ ‖ėv‖

)

+B ‖eR‖
(

c1
m
‖ev‖+ ‖ėv‖

)

. (81)

This can be written as,

V̇v ≤ −zTvWvzv + zTvWvθzθ (82)

where Wvθ,Wv are as defined in (52), (54). Since Wv = (Wv)
T and Wv ∈ R

2×2, it is

sufficient to show that det(Wv) > 0 and Wv(1, 1) > 0 in order to claim that Wv > 0.

Then, from the assumption on α in (57), we have w11 > 0. This is reasonable since α is

a functional on the attitude error such that α ∈ [0, 1]. Thus, the assumption in (57) is

simply a bound on the attitude error. The determinant can be expressed as a quadratic

function of Kd such that

det(Wv) = β0 + β1Kd + β2K
2
d (83)

and βi is a function of c1, Kp, γ1, γ2, γ3, and m. The critical point of the quadratic

occurs when

Kd =
Kpm

c1
+

Kpm+ αc1γ1γ3

c1 (1− αγ1γ2m)
(84)
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and has a value of

det(Wv) =
Kp (1− αγ1γ2m) (Kpm− c21)

m
. (85)

In both equations, (1− αγ1γ2m) > 0 as a result of the assumption in (57). Thus (84)

is positive, and by (55), (85) is positive and W ′
v > 0. Now, we consider the combined

Lyapunov candidate for the translational and rotational error dynamics, V = Vv + VR.

From (46) and (71), we have,

zTvMvzv + zTθ Mθzθ ≤ V ≤ zTθ MΘzθ + zTvMV zv. (86)

Further, we see that

V̇ ≤ − zTvWvzv + zTvWvθzθ − zTθ Wθzθ, (87)

≤− λmin(Wv) ‖zv‖
2 + ‖Wvθ‖ ‖zv‖ ‖zθ‖

− λmin(Wθ) ‖zθ‖
2
, (88)

and from (56), we have V̇ to be negative definite, and the zero equilibrium of the closed-

loop system is locally exponentially stable.
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