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Abstract—We present and explain tools we find useful for
modeling and optimizing rough terrain walking. Our aim is to
give an intuitive overview, toward encouraging use by others.

I. INTRODUCTION

It is hard to predict long-term dynamics for hybrid, stochas-
tic, nonlinear dynamic systems - such as walking robots. Given
realistic noise and actuator limits, guarantees of global stability
often cannot be given. Rather than abandoning all hope, we
have proposed modeling very good walking as a metastable
process, with reliability quantified by the mean first-passage
time (MFPT) between falls [1]. Here, we briefly overview
our current methods and rationale for MFPT estimation;
i.e., we model step-to-step dynamics as a Markov Decision
Process, and the resulting dynamics for metastable walking
are typically dominated by a single (slow) discrete-time pole.

II. MESHING, SWITCHING, AND METASTABILITY

Monte Carlo simulations are not practical to estimate MFPT
for metastable systems, motivating our Markov chain model-
ing. For our approach, this requires the existence of low-level
controllers. For piecewise-sloped ground, the next state of the
robot, x[n+1], is a function of the current state x[n], the slope
ahead γ[n], and the controller used ζ [n], i.e.,

x[n+1] = h(x[n],γ[n],ζ [n]). (1)

To mesh, we define a Poincaré section immediately before
each foot impact. A limit cycle in the full dynamics is a
fixed point in this section. Starting with a fixed point and an
absorbing failure state (i.e., two points) as our initial mesh,
we simulate for each controller/slope combination and add
resulting states if a distance metric to all existing nodes is
large enough, repeating until no new point is added, i.e., until
the mesh covers the reachable part of the state space. Using
the mesh, any given control policy that switches on a step-
to-step basis between our controllers can be represented as a
stochastic transition matrix, and for metastable systems

MFPT =
1

1−λ2
, (2)

where λ2 is the second-largest eigenvalue of this matrix. Given
the pre-calculated dynamics on the mesh, we can find optimal
policies (based on robot state and/or partial terrain info) and
can quantify effects of (for example) bad sensing, bad terrain,
and changes to the available low level controllers [2, 3, 4].
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